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Abstract

This thesis addresses some of the fundamental and technological aspects of two- or quasi-two-dimensional systems realised within novel materials or metallic nanoparticle clusters. In particular, charge density modulations of the quasi-two-dimensional electron system in CeTe$_3$, the two-dimensional electron system in graphene, two-dimensional excitons in MoS$_2$, and surface plasmons in metallic nanoparticle clusters were probed by a number of scanning probe microscopy and optical spectroscopy techniques. The optical properties, spectroscopic data and some potential applications of two-dimensional systems were investigated by numerically solving the macroscopic Maxwell equations by the finite element or reflection pole methods.

The charge density waves in CeTe$_3$ were investigated at room temperature by scanning tunneling microscopy, scanning tunneling spectroscopy and Raman spectroscopy. The modulation wavevector and the induced energy gap, which are crucial for describing these excitations, were assessed. The mixing of the modulation's wavevector with the wavevectors of the underlaying lattice was also observed. The charge density modulation was found to be followed by periodic rearrangement of tellurium atoms in planar layers hosting the modulation.

The influence of the environment on the two-dimensional charge carriers in graphene was investigated by Kelvin probe force microscopy and electrostatic force microscopy. This study was done for bare and isolated electrically gated graphene samples in which the concentration of charge carriers can be tuned via the electric field effect. The results of this study, based on the analysis of the measured contact potential difference, showed that the environment induces instabilities in doping levels of graphene even upon application of the gate voltage. The stability of gate-induced changes of the doping level in graphene is crucial for graphene based devices. Therefore this result indicates that improved performance of graphene based devices can be expected if graphene is isolated from the environment.

Interaction between graphene and guided modes of optical waveguides was studied by means of exact numerical simulations and a convenient perturbation theory. The conclusion reached in this study is that graphene modifies the modal propagation constants and that this effect can be used in construction of graphene based optical modulators.

Investigation of the influence of metallic nanoparticle clusters on two-dimensional excitons in MoS$_2$ has showed that these nanoobjects do not alter the spectral position or width of the exciton photoluminescence but rather induce a small enhancement of the A excitonic peak. The reason for the weak interaction was found
in the misalignment of the MoS$_2$ plane and the dominant cluster’s electric field component, as well as in the fact that the electric fields are weak near the MoS$_2$ plane. The electric fields were found to be the strongest within nano-gaps between the adjacent nanoparticles. This was utilized for the surface enhanced Raman spectroscopy study of the adsorption of thin aggregated dye layers on the cluster surface.
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Rezime

U ovoj tezi razmatrani su neki od fundamentalnih i tehnoloških aspekata dvodimenzionalnih ili kvazi dvodimenzionalnih sistema, koji su realizovani u novim materijalima ili klasterima metalnih nanočestica. Tehnikama skenirajuće mikroskopije i optičke spektroskopije proučavani su modulacija gustine naelektrisanja u kvazi dvodimenzionalnom elektronskom sistemu u CeTe₃, dvodimenzionalni elektronski sistem u grafenu, dvodimenzionalni ekscitoni u MoS₂ i površinski plazmoni u klasterima metalnih nanočestica. Optičke osobine, spektroskopski podaci i potencijalne primene dvodimenzionalnih sistema proučavani su numeričkim rešavanjem makroskopskih Maksvelovih jednačina pomoću metoda refleksije polova i konačnih elemenata.

Pomoću skenirajuće mikroskopije, skenirajuće spektroskopije i Ramanove spektroskopije proučavan je talas gustine naelektrisanja u CeTe₃ na sobnoj temperaturi. Kao rezultat ove studije određeni su talasni vektor modulacije elektronske gustine stanja i energetski procep kojima se talas gustine naelektrisanja može opisati. Uočena je i pojava mešanja talasnog vektora modulacije sa talasnim vektorima atomskih rešetke u ravni u kojoj se formira talas gustine naelektrisanja. Utvrđeno je da modulacija elektronske gustine stanja postoji zajedno sa periodičnom modulacijom atomskih rešetki telurovih atoma u kojima se talas gustine naelektrisanja formira.

Uticaj faktora iz spoljašnje sredine na dvodimenzionalne nosioce naelektrisanja u grafenu proučavan je pomoću skenirajuće Kelvinove mikroskopije i mikroskopije elektrostatičkih sila. Ova studija je realizovana u slučajevima kada je grafen izložen odnosno izolovan od uticaja iz okolne sredine. Proučavani su uzorci pripremljeni u takozvanoj gejt konfiguraciji koja omogućava promenu koncentracije nosilaca u grafenu primenom napona gejta. Na osnovu analize izmerene kontaktne potencijalne razlike nađeno je da faktori iz spoljašnje sredine dovode do nestabilnosti koncentracije elektrona u grafenu, čak i kada je napon gejta primenjen. Pošto je stabilnost nivoa dopiranja neophodna za rad naprava na bazi grafena, ova studija pokazuje da se bolje performanse mogu očekivati kada je grafen izolovan od uticaja iz spoljašnje sredine.

Razmatrana je i interakcija grafena sa vođenim modovima optičkih talasovoda. Za analizu ovog problema upotrebili su različiti numerički alati. Zaključeno je da grafen dovodi do modifikacije propagacione konstante vođenih modova i da se ova pojava može iskoristiti u konstrukciji optičkih modulatora.

Ispitivanjem uticaja klastera metalnih nanočestica na fotoluminescenciju ekscitona u MoS₂ nađeno je da metalni nanosistemi ne utiču na poziciju i spektralnu
širinu fotoluminescencije, ali da ipak dovode do slabog pojačanja ekscitonskog A pika. Razlozi su slabo sprezanje električnog polja metalnih klastera i MoS₂ kao i slab intenzitet ovih polja u blizini MoS₂. Cinjenica da je električno polje u okviru metalnih klastera jako u šupljinama između nanočestica iskorišćena je za proučavanje mehanizma adsorpcije tankih slojeva organske boje na površinu klastera, pomoću površinom podstaknute Ramanove spektroskopije.

Ključne reči: dvodimenzionalni sistem, kvazi dvodimenzionalni sistem, cerijum tritelurid, grafen, molibden disulfid, mikroskopija skenirajućom probom, Ramanova spektroskopija, površinom podstakunta Ramanova spektroskopija

Naučna oblast: Elektrotehnika i računarstvo

Oblast istraživanja: Nanoelektronika i fotonika

UDK broj: 621.3
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Chapter 1 Introduction

1.1 Introduction to low-dimensional systems

Low-dimensional systems are amongst the most interesting topics in solid state physics, or rather in physics in general. Talking about low-dimensional systems seems very abstract given that all physical objects and systems we encounter in the real world possess a full set of three spatial dimensions. The concept of a low-dimensional system is, however, different than the one in which a system simply lacks one or more spatial dimensions. In physics the dimensionality of a system is determined by the number of spatial dimensions in which the free motion of its microscopic degrees-of-freedom is allowed. For example, in one-dimensional electron system the free motion of electrons is allowed in one spatial dimension and forbidden in the other two.

What are the consequences of reduced dimensionality? In order to answer this question we shall start by considering an electron in a box, which is able to move freely within the box volume. Within the framework of quantum mechanics the electron is described by its wave function and kinetic energy. The electron is not allowed to leave the box and therefore its wave functions must be zero at the box boundaries. The kinetic energy of such a system is continuous and can be assessed from the single particle Schrödinger equation

\[ E = \frac{\hbar^2 k^2}{2m}, \]  

(1.1)

where \( \hbar \) is the reduced Plank’s constant, \( k = (k_x, k_y, k_z) \) and \( m \) are the wave vector and the mass of the electron, respectively. The concept of reduced dimensionality carries with it a picture in which some of the physical lengths of a system are very small. So let us start flattening out the box, say in the \( x \) direction. The reduction of the box size in \( x \) would gradually confine the movement of the electron until the size of the box in this direction becomes smaller than the de Broglie wavelength of the electron (in this case the wavelength of its thermal motion), i.e. \( L_x < 2\pi/k_x \). At this point the motion of the electron in \( x \) freezes and the \( k_x \) component of the wave vector, as well as the kinetic energy of the system, becomes discrete and quantized.
The total energy of the system is now given by

\[ E = \frac{\hbar}{2m} \times (n_x \pi / L_x)^2 + \hbar^2 k_{||}^2 / (2m), \quad (1.2) \]

where \( \frac{\hbar}{2m} \times (n_x \pi / L_x)^2 \) represents the quantized energy in the \( x \) direction and \( k_{||} = (k_y, k_z) \) represents the continuous wave vector characterising free motion of the electron in \( yz \) plane. \( n_x = 1, 2, ... \). The first obvious consequence of the reduced dimensionality is therefore the quantization of energy in the direction of the confinement. The illustration in figure 1.1(a) shows decreet energies of our system within the confines of the flattened box, i.e. an infinite quantum well. If the same procedure is repeated in \( y \) the energy would become quantized in this direction as well. Now we would have a situation in which the electron is able to move only in \( z \) direction as quantified by continuous wave number \( k_z \).

Figure 1.1: (a) Left side of this panes shows quantum well with infinite walls. First three quantized energy levels are shown by horizontal lines. Complete energy dispersion including continuous components of the wave vectors is shown. The paraboloids are also called subbands. (b) Density of states for one-, two- and three-dimensional electron gases.

Another important consequence is the modification of the density of states, \( g(E) \). In case of the three dimensional ideal electron system the density of states has a square root dependence on the energy, \( g(E) \sim E^{1/2} \), whereas the energy dependence is completely lost in two-dimensional system, \( g(E) \sim E^0 \), and strongly modified in one-dimensional system, \( g(E) \sim E^{-1/2} \) [see figure 1.1(b)].

What makes low-dimensional systems so interesting? The notion of reduced dimensionality comes with a plethora of interesting effects, such as the quantum Hall effect, which are nonexisting in traditional three-dimensional systems. These effects, governed by the laws of quantum mechanics, offer an unprecedented insight in the microscopic world around us and are, as such, of fundamental interest. The extensive research of low-dimensional systems, which started in the first half of the 20th century, contributed to the birth of scientific disciplines such as nanotechnology, sur-
face science, thin film physics and plasmonics. On the other hand, throughout the history, low-dimensional systems (such as the two-dimensional electron gas realised in metal-oxide-semiconductor structures) have proven to be of the utmost importance in majority of applications including electronics and modern communications, to name a few.

A number of Nobel prizes awarded for significant scientific and technological breakthroughs in the fields of physics and chemistry are related to the studies of low-dimensional systems. For instance, the Nobel prize in physics for the discovery of quantum Hall effect in two-dimensional electron systems was awarded to Klitzing in 1985. In 1996, Smalley was awarded Nobel prize in chemistry for the discovery of Fullerene, an essentially zero-dimensional system. Two years later, in 1998, Stormer, Tsui and Laughlin shared the Nobel prize in physics for the discovery of the integer quantum Hall effect. Finally, in 2010, Geim and Novoselov were awarded the Nobel prize in physics for the discovery of graphene, a monolayer of hexagonally arranged carbon atoms and a playground hosting various two-dimensional systems.

Even after decades of research, scientists still find interesting and novel phenomena in low-dimensional systems, realised nowadays in novel classes of materials, which hold promise not just for improving current state of technology but also for rising it to another level.

1.2 Two-dimensional and quasi-two-dimensional systems

Systems in which the free motion of the microscopic degrees-of-freedom is quantized in one spatial dimension and allowed in the other two are called two-dimensional systems. Two-dimensional systems are a part of the three dimensional world as they are realised within physical structures possessing three spatial dimensions. A perfect example would be a two-dimensional electron gas realised at the interface between two bulk crystals. As such, two-dimensional systems are always interconnected with their surroundings and able to interact with it. For instance, the properties of the aforementioned electron gas (such as the quantized energy and the level of confinement) are determined both by the properties of the two bulk crystals and by interactions with other systems hosted by these crystals (such as phonons). Fortunately, the properties of two-dimensional systems are often only slightly modified by interactions with other systems. Therefore, such interactions are either treated as a small perturbation to the closed two-dimensional system (having an initial set of defined properties), or completely neglected. In scanning tunneling microscopy, for example, a two-dimensional electron gas is forced to interact with a sharp probe standing in its close vicinity. Due to the quantum mechanical tunneling occurring between the two, the electrons can be added or taken from the electron gas thus
slightly perturbing its state. However, this perturbation is very small and often neglected as the density of electrons is maintained through interconnection with the physical structure hosting the electron gas.

A significant interaction between a two-dimensional system and the three-dimensional world in which it is embedded is often signaled by the quasi-prefix. The title of this thesis is thus chosen to comprise both the original and the term expanded by the quasi-prefix, reflecting the fact that it considers various two-dimensional systems exhibiting a range interaction mechanisms with the environment. However, since no strict boundary exists between what might be considered a real and a quasi-two-dimensional system, in the remainder of the thesis the prefix is left out entirely.

In what follows, we will introduce a few two-dimensional systems including two-dimensional electron systems and their two-dimensional excitations, surface states, and two-dimensional electron-hole coupled systems.

1.2.1 Two-dimensional electron systems

A textbook example of a two-dimensional electron systems is the two-dimensional electron gas. In practice, the two-dimensional electron gas is formed from the valence electrons of atoms arranged in a specific fashion. For example, due to the specific way in which atoms are arranged in a solid the energy of valence electrons, which are participating in formation of the bonds between the atoms, are rearranged into energy bands. The distribution of electrons within these bands is determined by the temperature and the Fermi level by a well known Fermi-Dirac distribution function. The highest fully occupied band is the valence band. The next energy band is the conduction band. When excited to the conduction band the electrons are able to roam around the crystal in the periodical background of the positive 'ions', thus forming the three dimensional electron gas. In solids the behaviour of the electron gas can be very complicated since it is governed by a lot of different factors. These factors are contained within the background potential provided by the crystal lattice, the nature of the chemical bonds within the crystal and various interactions, such as the electron-electron and electron-phonon interactions. Often all the important factors influencing the motion of an electron can be accounted for by replacing the electron mass $m$ in equation 1.1 by an effective mass $m_{\text{eff}}$ and adding an effective potential term. Now that we have a three dimensional electron gas all we need to do is confine the motion of electrons to a plane. This can be done by introducing a potential well similar to the one used for the description of the ideal two-dimensional gas. Again, by neglecting all the interactions within the effective mass approximation, the energy of such two-dimensional electron gas can be as-
sessed from equation 1.2. However, a more common case is quite the opposite since the quantum nature of various interactions becomes very strong in two-dimensions. To describe, let alone analyze these effects one needs a quite complex set of theoretical tools, far beyond the single particle Schrodinger equation in the effective mass approximation. Instead of solving complex equations we will rather introduce practical ways in which the two-dimensional electron gas can be realised.

**Interfaces and surfaces** The first realisation of the two-dimensional electron gas is tightly connected to metal-oxide-semiconductor (MOS) structures [1]. The main idea is to induce an 'inversion layer' at the interface between doped semiconductor and the oxide on top of it. This is achieved by applying an external electric field via the so-called gate voltage between the semiconductor and the metal, as illustrated in figure 1.2(a). If a p-type semiconductor is used, a positive gate voltage will bend the semiconductor's conduction band until it surpasses a threshold at which the conduction band close to the interface falls below the Fermi level. At that point a triangular potential well is formed for the electrons at the interface [see figure 1.2(a)]. This potential confines the electrons in the direction perpendicular to the interface and a two-dimensional gas is formed. From that point on, the gate voltage controls the concentration of the electrons within the potential well. The MOS structure is one of the most important technological breakthroughs of the 20th century. This particular structure is used for construction of the metal-oxide-semiconductor field effect transistors (MOSFET) which are the core of today’s modern electronics. The Si/SiO$_2$ is the most studied and exploited semiconductor/oxide combination of materials.

The two-dimensional electron gas can be also formed at the interface semiconductor heterojunctions. Here the band bending, and formation of the confining potential well for the electrons at the interface is achieved when two semiconductors with different band gaps are brought in contact, as illustrated in figure 1.2(b).

The electrons can be trapped above the atoms of liquid helium residing on a substrate [2]. In this case, due to the fact that the conduction band is high above the vacuum level, the electrons can not penetrate the helium. On the other hand the image charges attract the electrons thus preventing them from leaving the surface region. This system is of a particular historical relevance since it is one of the first systems to be experimentally realised and certainly the first system in which collective oscillations of the two-dimensional electron gas, whose quanta are named two-dimensional plasmons, were observed [2].

Finally, we can conclude this part of the story by mentioning a new concept for realisation of two-dimensional electron gases which was introduced recently, in 2004. In this very counterintuitive concept, surfaces of insulators or interfaces of insulator
heterojunctions, such as LaAlO$_3$ and SrTiO$_3$, are the places where the two-dimensional electron gases are formed. The exact mechanism and the underlying physical nature of the electronic structure of these peculiar systems is still an open question [3].

**Thin films**

Unlike at surfaces and interfaces, the electron gas in thin films gains a two-dimensional character when the Fermi wavelength of electrons becomes comparable or larger than the film’s thickness. Semiconducting thin films are usually sandwiched between the other two semiconductors to form a quantum well for electrons. Materials such as InSb, PbTe and III-V compounds were extensively studied within the 1970s-1980s historical frame. Apart from semiconductors, thin films of semimetallic compounds, such as Bi$_5$Te$_7$S$_5$ which could be cleaved to the monolayer thickness (5 atoms thick), were also studied at that time [4]. The electrons in thin metallic films, on the other hand, do not usually behave two-dimensionally. In contrast to semiconductors in which electrons have a typical Fermi wavelength of the order of couple of nanometers, in metals this characteristic wavelength is of the order of the lattice constant. The thickness of a metal film cannot be reduced below a certain threshold without making the film discontinuous. However, when a thin continuous metal film is superconducting the electrons may behave two-dimensionally as long as the coherence length of the superconductivity is greater than the film’s thickness [1].
**Anisotropic layered materials**  So far we have introduced two essential ways in which one can trap electrons and make them behave two-dimensionally. There are, however, various bulk, three dimensional materials which are highly anisotropic for the electrons. In fact, due to the specific way in which the atomic orbitals are hybridized the band structure of these compounds can be virtually independent of the transverse momentum, so the electrons are confined to the layers and have a two-dimensional nature. These materials are often metallic compounds consisting of layers stacked together to form the bulk crystal. The anisotropy is seen through high values of conductivity parallel to the layers and very low values of conductivity in the perpendicular direction. Many of these particular compounds exhibit a number of interesting phenomena related to phase transitions such as superconductivity and charge density waves. The latter can, in some cases, lead to a transition from a metallic to a semiconducting state. NbSe$_2$, NbS$_2$, TaSe$_2$ and TaS$_2$ are the examples of the materials which were studied back in 1970s and 1980s, and which are still studied today. The other interesting metallic layered material is graphite. In 1980s, this material and it’s intercalated variants were extensively studied, mainly within the scientific community dealing with superconductivity [1].

1.2.1.1 Two-dimensional surface states and surface excitations of the electron systems

We have seen that electrons can be confined to a surface of semiconductor by an external electric field or by discontinuities of the conduction and valence bands at the interface of two semiconductors. In contrast to these two-dimensional systems, the electrons near the surface of a solid (usually metals and semiconductors) can form to so-called surface states. Since the periodicity of the crystal is disrupted at the surface, the electrons may acquire a complex wave number in the direction normal to the surface. This implies that their wave function decays exponentially away from the surface into the crystal and the medium above it. These states, which are a legitimate solution of the Schrödinger’s equation, are different from the bulk states which have periodic wave functions in the crystal and decay exponentially out of it [see figure 1.3]. Hence, surface states may be considered as two-dimensional electron systems as well. They were first introduced by Tamm in 1932, and studied by Shockley in late 1930s [5].

Even though electrons in bulk metals cannot acquire true two-dimensional nature, they can be excited to form yet another two-dimensional system. Nearly free electron gas in metals exhibits a particular kind of collective density oscillations known as plasma oscillations. The quantum of energy of these oscillations is given by $\hbar \omega_p = \hbar \sqrt{n e^2/(\epsilon_0 m)}$. $\omega_p$, $n$ and $m$ represent the plasma frequency, electron density and electron mass, respectively. At the surface of a metal self-sustained collective
density oscillations, i.e. surface plasma oscillations, can occur. This phenomenon was predicted in 1957 by Ritchie [6], who was studying characteristic energy losses of fast electrons passing through thin metal films. The surface plasma oscillations are accompanied by the electromagnetic field which propagates along the surface of the metal and decays exponentially below and above the surface [see figure 1.4(a)].

Similarly as in case of surface states, this means that the transversal wave vector component takes complex values. Hence, these excitations, often referred to as surface plasmons or surface plasmon polaritons, are confined to the surface of the metal. The in-plane wave vector component, often called the propagation constant, $\beta$, on the other hand, assumes real values. The frequency of the oscillations, $\omega$, is connected to the propagation constant by the following dispersion relation

$$
\beta = \frac{\omega}{c} \sqrt{\frac{\epsilon_{\text{metal}}}{1 + \epsilon_{\text{metal}}}},
$$

where $c$ is the speed of light and $\epsilon_{\text{metal}}$ is the dielectric constant of the metal. In equation 1.3 we have assumed that the media above the metal surface is vacuum with dielectric constant equal to 1. From this equation we see that surface plasmons can propagate along the surface with a broad spectrum of frequencies from 0 to $\omega_p/\sqrt{2}$, while their dispersion relation lies below the dispersion line of the light in vacuum, $\omega/c$ [see figure 1.4(b)]. Consequently, they are often labeled as nonradiative surface plasmons.

Figure 1.4: (a) Surface plasmons propagating at the metal/dielectric interface. (b) Comparison of dispersion relations belonging to surface plasmons and two-dimensional plasmons.
plasmons describing the fluctuation of the surface charge density. In the low $\beta$ limit the dispersion is very close to the light line meaning that the field of the surface plasmon is poorly confined to the metal surface, whereas it is quite the opposite in the high $\beta$ limit. In fact, in the latter limit the surface plasmons resemble localized fluctuations of the electron plasma.

Surface plasmons should not be mistaken for two-dimensional plasmons. Two-dimensional plasmons are quanta of collective density oscillations of the two-dimensional electron gas, having a dispersion which obeys $\omega \sim \sqrt{\beta}$ [see figure 1.4(b)]. Plasmons in a two-dimensional electron gas were first experimentally observed by Grimes and Adams in 1976 for electrons in liquid helium [2].

Interfaces of arbitrary finite metallic objects can also support charge density oscillations similar to the described surface plasmons. These are called localized surface plasmons, or Mie plasmons. The frequencies at which localized surface plasmons occur strongly depend on the interface geometry. Localised surface plasmons excited on the surface of small metallic particles, or rather their clusters, are extremely important in various sensing applications and particularly in surface enhanced Raman spectroscopy.

1.2.1.2 Charge density modulation in two-dimensional electron systems

While most of two-dimensional electron systems represent a perfect platform for exploration of the many-body effects, some of them are simply unprecedented in the richness of various physical effects they have to offer. The examples of such systems are those exhibiting the so-called charge density waves. The first to experimentally observe charge density waves was Monceau in 1976 [7] while studying the NbSe$_3$ crystals.

According to the simplest available definition, charge density waves are periodic modulations of the electron density in real space. The basic concept of charge density waves can be explained by considering a one-dimensional electron gas realized in linear chain of atoms with a lattice constant $a$ at $T = 0$ K [see figure 1.5(a)]. The one-dimensional model is used instead of the two-dimensional one in order to avoid unnecessary complications in an already complex concept. The two-dimensional case will be discussed after the introduction of the charge density waves basics.

We shall start by assuming that the electrons fill a portion of the conduction band, as illustrated in figure 1.5(a) and quantified by the Fermi level $E_F = \frac{\hbar^2 k_F^2}{2m_{\text{eff}}}$, where $k_F = \pi/2a$ is the Fermi wave vector.

Now let us induce a small perturbation by slightly displacing the atoms in the chain from their initial positions. From the perspective of the one-dimensional electron gas this perturbation is given in the form of a periodic potential $\phi(q) = \Delta e^{iqx}$, where $q$ is the wave vector and $\Delta$ is displacement amplitude.
The response of the ideal electron gas at $T = 0$ K to the small, static periodic perturbation is given within the linear response theory, by the Lindhard response function

$$\chi(q) = \int \frac{d\mathbf{k}}{(2\pi)^d} \frac{f(E_k) - f(E_{k+q})}{E_k - E_{k+q}},$$

(1.4)

where $f(E)$ is the Fermi-Dirac distribution function, $E(k)$ is the dispersion relation of the electron gas, and $d = 1, 2, 3$ depending on the dimensionality of the electron gas. The change of the electronic charge density induced by this perturbation is related to the response function as

$$\Delta \rho = -\chi(q) \phi(q).$$

(1.5)

The response function of the one-dimensional electron gas is shown in figure 1.6. When the wave vector of the perturbation is twice the Fermi wave vector, $k_F$, this function diverges.

Figure 1.6: Lindhard response function versus perturbation wave vector $q$, at $T=0$ K for one-, two- and three-dimensional electron gas Adopted from Ref. [8].
From equation 1.4 it follows that the states with the same energy and with Fermi wave vectors of opposite signs are responsible for the behaviour of the Lindhard function around \( q = 2k_F \). Meanwhile, all states having energy equal to \( E_F \) are represented by the Fermi surface in the reciprocal space. In case of one-dimensional electron gas the Fermi surface is represented by points \( \pm k_F \) [see figure 1.7]. Obviously, in one-dimensional gas all states with \(-k_F\) can be mapped into corresponding \( k_F \) states by a single wave vector \( Q = 2k_F \), thus leading to the divergent behaviour of the Lindhard function. The mapping of \(-k_F\) and \( k_F \) states onto each other by \( Q \) is often called the nesting of the Fermi surface and \( Q \) is consequently labeled as the nesting vector. In the case of two- and three-dimensional electron gases the number of such states is significantly reduced due to the topology of their Fermi surfaces [see figure 1.7]. Consequently, their Lindhard functions have finite values at \( q = 2k_F \) [see figure 1.6].

Figure 1.7: Fermi surfaces of one-, two- and three-dimensional electron gas. Nesting vector \( Q \) is shown by arrows. In one-dimensional case the nesting is perfect.

The divergence of the Lindhard’s response at \( q = 2k_F \) means that the one-dimensional electron system gains a huge amount of energy by modifying its charge density in attempt to respond to the perturbation. The excess in the electronic energy is reduced at the expense of the elastic energy of the chain, which increases as the atoms rearrange into a new lattice. The new lattice constant is \( 2a \) [see figure 1.5(b)]. Consequently, an energy gap of \( 2\Delta \) opens exactly at \( E_F \). In other words, the system stabilizes its state by undergoing a phase transition from a conducting to either semiconducting or insulating state. This phase transition is know as Peierls transition, since it was first proposed by Peierls in 1955 [9]. The density of the electron gas becomes modulated accordingly by waves with the wavelength \( \lambda = \pi/k_F \), i.e.

\[
\rho(x) = \rho_0[1 + \rho_{cdw}\cos(2k_Fx + \theta)].
\] (1.6)

These are called the charge density waves. Here \( \rho_0 \) represents the unperturbed charge density, \( v_F \) represents the Fermi velocity, \( \rho_{cdw} \) and \( \theta \) are the amplitude the phase of the modulation. In this case, the wavelength of the modulation is the
same as the new lattice constant of the chain, hence the charge density waves are commensurate with the lattice. Otherwise, for arbitrary levels of filling, i.e. for arbitrary $k_F$ values, charge density waves can be incommensurate with the lattice.

Let us now briefly discuss the behaviour of the system in figure 1.5(a) for $T > 0$ K. At any $T > 0$ K the chain atoms may oscillate around their equilibrium positions. The quanta of these oscillations are known as phonons. Similarly to electrons, the phonons are characterised by their dispersion relations $\omega_q(q)$, where $\omega_q$ represents the oscillation frequency and $q$ represents the corresponding wave vector. Linear chain of atoms in figure 1.5(a) has only one phonon mode which now represents the perturbation to the system. At non-zero temperatures, the Lindhard function does not diverge but exhibits a peak at $q = 2k_F$. However, even in this case the charge density waves are possible. By decreasing the temperature the peak in the response function will become stronger until a critical temperature, called the Peierls transition temperature, $T_{cdw}$ is reached. Then the system experiences the above described transition. The excess in the electronic energy, now, displaces the atoms thereby reducing the phonon frequency at $q = 2k_F$ as described by [8]

$$\omega_{\text{reduced}}^2(2k_F) = \omega^2(2k_F) - \frac{2g^2n(E_F)\omega(2k_F)}{\hbar} \ln \left( \frac{1.14E_F}{k_B T} \right), \quad (1.7)$$

where $g$ represents the electron-phonon coupling constant, and $n(E_F)$ represents the carrier concentration at the Fermi level.

At the Peierls transition temperature, for $q = 2k_F$, the atoms are locked in a new lattice [see figure 1.5(b)], the phonon mode completely vanishes, $2\Delta$ gap opens at the Fermi level and the charge density waves are formed. Vanishing of the phonon mode is known as the Kohn anomaly, a phenomenon named after the physicist who described it in 1959 [10]. If we introduce $\gamma = g^2n(E_F)/\hbar\omega(2k_F)$ as the dimensionless electron-phonon coupling constant then the amplitude of the charge density modulation in equation 1.6 becomes $\rho_{cdw} = \Delta/(\hbar v_F k_F \gamma)$. The size of the gap can be assessed from equation 1.7 for $\omega_{\text{reduced}}(2k_F) = 0$ as $2\Delta = 3.52k_B T_{cdw}$ [8].

Finally, both the Peierls and the Kohn models do not predict the existence of charge density modulation in the two-dimensional electron gas having a circular Fermi surface. The reason is the lack of necessary energy gains, as corroborated by the corresponding Lindhard response function [see figure 1.6]. However, charge density waves are possible in two-dimensions in highly anisotropic materials if the necessary requirements in terms of the Fermi surface topology and the appropriate electron-phonon coupling are met [11]. Typically, for two-dimensional electron systems realised in such materials there is a number of possible nesting vectors which do not nest the Fermi surface perfectly, i.e. they connect only small parts of the Fermi surface. The nesting vectors are determined by the peaks in the response
function and only some of them lead to charge density waves. The choice of the right nesting vector(s) is usually not determined from the argument of better nesting since there are other physical mechanisms involved in the formation of these ground states, as pointed out by Johannes and Mazin in 2008 [12]. For instance, in rare-earth tellurides, the momentum-dependent electron-phonon coupling, which is in Peierls and Kohn models assumed to be independent on the momentum, is the main mechanism responsible for the choice of correct nesting vectors [13].

1.2.2 Two-dimensional electron-hole Coulomb coupled systems - excitons

When an electron is excited to the conduction band it leaves behind a positively charged particle, called hole. Under special circumstances the Coulomb interaction between the two particles can be strong enough to prevent the electron reaching the conduction band. In this case a Coulomb bound electron-hole pair called exciton is formed. Excitons exist in metals, semimetals, semiconductors and insulators. However, here we will focus on the direct band gap semiconductors. A direct gap semiconductor has the maximum of its valence band aligned with the minimum of its conduction band in the reciprocal space.

In semiconductors, the excitons are very similar to the hydrogen atom and are consequently modeled in similar fashion, by means of the Wannier equation. This equation is constructed in the exciton center-of-mass system by including electron and hole effective masses, the Coulomb interaction potential between the two and the dielectric constant of the semiconductor. Consequently, the excitons are characterised by their binding energies and Bohr radii. The former defines the energy necessary to decouple the electron-hole pair and in three-dimensional case is given by

\[ E_{b,3D} = \frac{E_{R,3D}}{n^2}, \]  

where \( E_{R,3D} \) represents the exciton Rydberg energy and \( n = 1, 2, 3... \) represents the excitonic state. The Rydberg energy, \( E_R = \hbar^2/(2\mu a_{b,3D}^2) \), is usually given in the terms of the corresponding Bohr radius, \( a_{b,3D} = 1/(\epsilon \hbar^2/(\mu e^2)) \), which represents the mean distance between the electron and the hole. \( \epsilon \) is the dielectric constant of the semiconductor and \( \mu = m_e m_h/(m_e + m_h) \) is the reduced mass of the electron-hole pair. The total energy of the exciton is given by

\[ E_{3D} = E_g - E_{b,3D} + \frac{\hbar^2 K^2}{2\mu^*}, \]  

where \( E_g \) is the energy gap, \( K \) is the continuous three dimensional wave vector of
the exciton and \( \mu^* = m_e + m_h \) is the exciton’s effective mass. These excitons are often referred to as Wannier excitons. In semiconductors, the dielectric screening of the Coulomb interactions is strong as quantified by the high values of their dielectric constants. Therefore, Wannier excitons have small binding energies, of the order of few meV, Bohr radii 10-100 times larger than the crystal’s unit cell and are able to move through the crystal. Unlike Wannier excitons, Frenkel excitons, representing the other type of these quasi-particles, have higher binding energies (of the order of hundreds of meV) and Bohr radii comparable to the crystal’s lattice constant. Frenkel excitons are named by the scientist who proposed the concept of exciton in 1931 and are found in materials with small dielectric constants, such as organic molecular crystals.

In two dimensions, when the semiconductor is thin enough to form a quantum well for both electrons and holes, excitons behave differently [14]. Here we will assume that the thin semiconductor and the surrounding media have approximately equal dielectric constants. The total energy of the exciton is then given by

\[
E_{2D} = E_g + E_{\text{quantized}} - E_{b,2D} + \frac{\hbar^2 K^2 ||}{2\mu^*},
\]

(1.10)

Apart from the quantization of the exciton energy and restriction of the exciton motion in the direction perpendicular to the well’s plane as indicated by \( E_{\text{quantized}} \) and by the continuous in-plane exciton wave vector \( K_|| \), the binding energy changes to

\[
E_{b,2D} = \frac{E_{R,2D}}{(n - 1/2)^2}.
\]

(1.11)

Comparison of equations 1.8 and 1.11 for \( n = 1 \) shows that the binding energy of an exciton in a quantum well is four times the energy of its three dimensional counterpart. This further implies that the Bohr radius of a confined exciton is reduced two times. In other words, when an exciton is created in a semiconductor quantum well, which is thinner than its Bohr radii, it will become smaller both in the direction perpendicular to well and in the well’s plane, thus acquiring higher binding energy. Significantly reduced Coulomb screening in two-dimensions also contributes to the augmentation of the exciton’s binding energy.

When the dielectric constants of the thin semiconductor layer and the surrounding media are significantly different, i.e. when the former is much larger than the latter, the exciton binding energy may be farther augmented through the local field effects. Such is the case with thin semiconductor layers deposited on a substrate.

Due to higher binding energies, confined excitons can be observed at room temperature in the absorption or photoluminescence spectra, in contrast to the bulk exctions. They are usually observed as strong, sharp spectral resonances in con-
junction with the corresponding subband transitions, just below the subband edges [see figure 1.8].

![Figure 1.8: Photoluminescence spectra of GaAs/Al_{0.33}GaAs_{0.67} multi quantum well. The peaks observed in this spectra originate from 1s and 2s excitons for the first electron-heavy hole and electron light hole transitions, respectively. Adopted from Ref. [15].](image)

1.3 Two-dimensional materials - a novel perspective to two-dimensional systems

In the last decade two-dimensional materials have become one of the most popular topics in various fields of physics and chemistry. The recent rise of attention toward these materials is fueled by their newly discovered properties, such as high electron mobilities [16], topologically protected states [16], tunable band structures [17] and strong light-matter interactions [18; 19]. Two-dimensional materials are atomically thin crystal layers, which are building blocks of bulk layered crystals. A perfect example is graphene, a mono-layer of hexagonally arranged carbon atoms, which is a building unit of graphite [20]. Despite their recently gained popularity, atomically thin crystal layers were isolated and studied decades ago. In particular, mono-layers of molybdenum disulfide [21] and mono-layers of Bi_{6}Te_{7}S_{5} were investigated in 1960s and 1970s, respectively [4]. However, the experiments performed in those days only scratched the surface of the unique properties these materials possess, and it was not until the (re)discovery of graphene that their potential became apparent. Nowadays, the family of two-dimensional materials has grown to include a large number of materials with very diverse properties, ranging from insulators to semiconductors to metals.

The specific band structures of two-dimensional materials along with the effects of the reduced dimensionality lead to appearance of phenomena that are different
not only from those observed in their bulk counterparts but also from those observed in their well known quantum well cousins [16; 22]. A perfect example is graphene in which the linear dispersion relation in the vicinity of K and K’ points dictates the unusual behaviour of its charge carriers and determines its unique electronic and optical properties [22]. The charge carriers in graphene move without a mass at the velocity of \(c/300\), where \(c\) is the speed of light. The concentration of charge carriers in graphene can be tuned between electrons and holes, via the electric field effect, up to extremely high values \(10^{13}\) cm\(^{-2}\) with mobilities as high as 15000 cm\(^{-2}\)V\(^{-1}\)s\(^{-1}\) at room temperature. These mobility values are much larger than those of commonly doped Si but smaller than those of GaAs/AlGaAs heterostructures [22]. In the limit of vanishing carrier concentration, graphene exhibits a non-zero conductivity of \(\sim 4e^2/h\) [22]. Graphene can absorb 2.3% of the incident visible light despite being one atom thick and its absorbance can be expressed in terms of fine structure constant [23]. The optical conductivity of graphene can be tuned in a broad range of frequencies by means of the electric field effect [24]. Another interesting example are the group-VI transition metal dichalcogenides. In the mono-layer limit group-VI transition metal dichalcogenides are direct-gap semiconductors as opposed to their bulk counterparts [17; 25]. Their optical response is dominated by excitonic effects due to reduced dielectric screening and enhanced Coulomb interactions [17]. In fact, the exciton binding energies are an order of magnitude higher that those observed in quantum wells, and reach hundreds of meV. Additionally, exciton complexes such as biexcitons and trions can be observed for high enough carrier concentrations at room temperature [17]. The selection rules for optical transitions at K(K’) point, where the bandgap is, are valley-dependent, implying that the K(K) valley couples only to right (left) circularly polarized light [17; 25].

The properties of two-dimensional materials are also dependent on the presence of the substrate, adsorbates and structural defects, even though most of them are naturally passivated. The enhanced sensitivity to their surroundings implies that two-dimensional materials can be intentionally coupled to almost any other system [16; 26; 27]. For instance, coupling between plasmonic nano-objects and these materials is possible provided that these nano-objects lie on top or below the two-dimensional layer [26]. In addition, these materials can be combined in either vertical (without the lattice mismatch issue) or in-plane heterostructures, thus opening a possibility for engineering new materials with the desired properties [16; 28].

The diversity in electrical and optical properties, together with the ability to combine two-dimensional materials with other systems, points out to a plethora of possible device applications, making these systems even more relevant and interesting [18; 23; 26; 29; 30; 31; 32; 33]. For instance, figures 1.9 and 1.10, which are borrowed from Refs. [29; 32], should provide a general idea about the possibilities
and current level of technological implementation of two-dimensional systems.

Figure 1.9: (a) List of possible applications of two-dimensional materials, formed with respect to the frequency spectrum range which they utilize. Below are the crystal structure of insulating hexagonal boron-nitride, semiconducting molybdenum disulfide and black phosphorus, and semimetallic graphene. Their respective band structures are shown below in panels (b), (c), (d), and (e). Adopted from Ref. [32].

Figure 1.9 shows some of the possible application of the two-dimensional materials. The applications are classified with respect to the spectral range they utilize. From this figure we see that a wide range of applications can be covered only by four representatives of this family of materials. Being a semimetal graphene interacts with electromagnetic radiation from the ultraviolet to radiowave wavelengths and thus covers the widest range of applications, including various photo-detectors, light modulators and RF circuits. On the other hand, the absence of an energy gap prevents graphene from being incorporated in light-emitting devices. Unlike graphene, molybdenum disulfide is a direct-gap semiconductor which exhibits superior optical properties than graphene in the visible region. However the applications of this material, such as photo-detectors and light emitting devices, are constrained only to this region.

Figure 1.10 illustrates the perspective and the current state of graphene, graphene oxide and graphene nano-platelet based devices. The applications of these materials range from optoelectronics, over sensors all the way to composite materials. However, only a small number of devices constructed from these materials have reached the prototype stage of development, whereas a few of them have reached the final commercial stage. Having in mind that graphene was introduced to the
scientific community in 2004, this chart, which was made only ten years later, illustrates an enormous progress in graphene, graphene oxide, and graphene nano-platelet based technology even though the field of two-dimensional materials is still young.

A part of this thesis is dedicated to two-dimensional systems realized within some of these ‘newly emerged’ family of materials. More specifically, two-dimensional charge carriers in graphene and two-dimensional excitons in mono- and few-layer molybdenum disulfide will be investigated. The reminder of the thesis deals with two-dimensional electron systems realized in highly anisotropic layered cerium tritelluride crystals and the surface plasmons realized in clusters of metallic nanoparticles.

1.4 Thesis Outline

The thesis is organized as follows. In the Second Chapter a brief overview of the experimental and numerical methods used for the investigation of named the two-dimensional systems is given. The Third Chapter is dedicated to charge density...
waves in rare-earth tellurides. This study is done by means of scanning tunneling microscopy, and cerium tritelluride is used as the representative of this family of compounds. In the Fourth Chapter the gate modulation of charge carriers in graphene is studied by means of Kelvin probe force microscopy. In particular, operation of bare and isolated graphene samples in back-gate configuration is investigated, and the performance of these devices is compared. Additionally, in this chapter a potential application of graphene in electro-optical modulators is discussed. In the Fifth Chapter excitations of mono- and few-layer molybdenum disulfide in the presence of metallic nanoparticles are investigated by means of Raman spectroscopy. The Sixth Chapter is focused on application of surface plasmons and strongly localized electric fields in surface enhanced Raman spectroscopy.
Chapter 2  Methods

2.1  Nanoscopy methods

For the research presented in this thesis we have used a number of optical spectroscopy and scanning probe microscopy techniques capable of probing nanoscale systems. These techniques are labeled as nanoscopy methods in the title of this thesis. In this part we will give a brief introduction to each of those methods.

2.1.1  Scanning Probe Microscopy

Scanning probe microscopy (SPM) represent a family of techniques in which a sharp probe, also called the tip, is scanned over the sample’s surface. The interaction strength between the sample and the tip, quantified by a measurable physical quantity, is used for extracting the topography of the surface. In particular, the value of the quantity which is measured is fixed by the operator. The changes in the measured quantity are registered by the instrument’s electronics. Via the feedback loop the instrument modifies the tip-sample distance so that the signal value set by the operator is maintained. The corresponding change in the tip-sample distance represents the sample height. The scanning is done in a set of discrete points which form a matrix, and the height is evaluated in each of these points.

Interestingly, the original idea to use a sharp probe in order to obtain the surface topography can be traced back to 1929 when Schmaltz introduced his stylus profilometer. However, unlike the profilometer, SPMs are very sensitive instruments with high spatial resolution typically of the order of few nanometers. Under special conditions, these instruments are capable of resolving the atoms of the surface under investigation. High spatial resolution is enabled by: (i) extremely sharp tips (usually with apexes as small as few tens of nanometers), (ii) sophisticated piezo scanners capable of moving the tip and/or the sample by fractions of a nanometer, (iii) sophisticated systems which isolate the instrument from vibrations and (iv) sophisticated sensors which detect the tip-sample interaction.

There are two basic SPM subgroups classified depending on the quantity which is measured: the scanning tunneling microscopy (where the tunneling current between the tip and the sample is measured) and the atomic force microscopy (where the
forces between the tip and the sample or their gradients are measured).

### 2.1.1.1 Scanning Tunneling Microscopy

Scanning tunneling microscope (STM) was developed by Binnig and Rohrer in 1981. This device has earned them the Nobel prize in physics, a few years later. Moreover, the STM was the first fully developed microscope form the SPM family.

In scanning tunneling microscopy the tunneling current between the tip and the sample is measured. The tunneling process happens when a bias voltage, \( V_b \), is applied between tip and the sample which are almost in contact (typical tip-sample separation is of the order of few tens of angstroms). The topography of the sample is acquired via the feedback loop which changes the tip-sample distance in order to maintain the predefined tunneling current setpoint, \( I_0 \), as it is illustrated in figure 2.1(a).

![Figure 2.1: (a) Schematics of the scanning tunneling microscope. (b) The exponential dependence of the tunneling current on the tip-sample separation. (c) Magnification of the tip apex near the surface. The 90% of the tunneling signal comes from the outermost atom of the tip apex.](image)

The tunneling current between the tip and the sample is approximately [34]

\[
I \sim \int_0^{eV_B} \rho_{\text{tip}}(\pm E \mp eV_B) \rho_{\text{sample}}(E) T(E, eV_b, \Delta z) dE,
\]

where \( \rho_{\text{tip}} \), \( \rho_{\text{sample}} \) and \( T \) represent the local density of states (LDOS) at the tip apex, local density of states at the sample surface and transmission coefficient, respectively. In the WBK (Wentzel, Brillouin, and Kramers) approximation the transmission coefficient depends on the energy, bias voltage, \( V_b \), and the tip sample distance, \( \Delta z \) and is given by [34]

\[
T(E, eV_b, \Delta z) = T_0(E, eV_b) e^{-2\Delta z \sqrt{\eta(E, eV_b)}},
\]
where $T_0(E, eV_b)$ and $\eta(E, eV_b)$ contain the work functions of the tip and the sample. Equations 2.2 and 2.1 show that the tunneling current has an exponential dependence on the tip-sample distance, making this kind of microscopy very sensitive to below angstrom changes in the tip-sample distance [see figure 2.1(b)]. This exponential dependence further renders a few atoms at the very end of the tip as the main contributors to the tunneling current, see figure 2.1(c). As such, STM is a technique able to achieve the atomic resolution. Due the very essence of the tunneling process one needs to recognize that the STM probes the quantum mechanical states of both the tip and the sample surface which are involved in the tunneling process [see equation 2.1 and figure 2.2]. Therefore, an additional power of this this technique is reflected in the fact that by simple change of the bias voltage one can study the spatial distribution of different states which are involved in the tunneling process.

Figure 2.2: States involved in the tunneling process. Adopted from Ref. [34]. (a) The tip and the sample are far away and the tunneling does not exist. (b) The tip and the sample are very close to each other but the tunneling does not occur because the bias voltage is not applied. (c) Tunneling of electrons from the tip to the sample for positively biased sample. (d) Tunneling of electrons from the sample to the tip for negatively biased sample.

Furthermore, given the fact that the tunneling current is proportional to the integral of the sample’s LDOS over the range of energies provided by the available range of $V_b$ [see equation 2.1], one can, in principle, infer the sample’s local density of states by differentiating equation 2.1 with respect to $V_b$. Under the assumption that the $\rho_{tip}$ is constant, the differential conductance, $dI/dV_b$, becomes, to the first order approximation, directly proportional to $\rho_{sample}$.

In practice, $dI/dV_b$ can be derived from point measurements of the tunneling current with respect to the bias voltage. During the measurements the feedback loop is broken in order to prevent modification of $\Delta z$. The resulting $I(V_b)$ curves are then differentiated with respect to $V_b$. The analysis of $dI/dV_b$ is always a complex task due to the fact that both $\rho_{tip}$ and $T$ contribute to the tunnelling current. Nevertheless, this technique is particularly useful for assessing the gaps of semiconductors and,
in special cases, the gaps which are opened by occurrence of charge density waves or superconductivity. The existence of a gap is typically seen as a drop in the differential conductance within a certain energy range.

2.1.1.2 Atomic Force Microscopy

Atomic force microscope was developed by Binnig, Quate and Gerber in 1986. In AFM the force between the tip and the sample is measured. The tip is mounted on the cantilever which bends under the influence of the force between the tip and the sample. The bending of the cantilever is measured by means of sophisticated optical system which involves a laser diode and a four-segment photo-detector, as it is shown in figures 2.3 (b) and 2.3 (c). The light from the laser diode is focused on to the cantilever and reflected from it on the photo-diodes. Whenever the cantilever bends or twists the current on each photo-diode changes. The level of bending or twisting is proportional to the photo-current determined by adding or subtracting photo-currents from individual segments, as it is illustrated in figure 2.3 (d).

The AFM subgroup comprises many different techniques which are also called modes. The most relevant modes used for the research presented in this thesis are: (i) AFM contact mode in which repulsive short-distance forces are exploited [see figure 2.3 (a)], (ii) AFM tapping mode in which the tip is oscillated and passes through both the repulsive and attractive force regimes [see figure 2.3 (a)], (iii) Electrostatic AFM mode in which long-range electrostatic forces are exploited [see figure 2.3 (a)].

**AFM contact mode.** In contact mode, the displacement of the tip Δ\(z\), which bends the cantilever, is directly proportional to the force between the tip and the sample via the Hooke’s law, i.e. \(F = -k\Delta z\). \(k\) represents the spring constant of the cantilever. The topography is obtained via the feedback loop which adjusts the tip-sample distance, i.e. tip displacement, in order to maintain the predefined force setpoint. The measurement is done in a set of discreet points, which at the end form a matrix of the sample height. Additionally, due to the fact that the tip is practically dragged over the sample’s surface, the twisting of the cantilever can be registered as well, thus, providing a spatially resolved map of the friction force between the tip and the sample [see figure 2.3 (b)].

**AFM tapping mode.** In tapping mode, the cantilever is oscillated near its resonant frequency. The name tapping comes from the fact that the tip is periodically 'touching' the sample surface. In its full motion the tip is therefore going through both the repulsive and attractive force regimes [see figure 2.3 (a)]. Hence, in tapping AFM the force gradient is probed, rather than the force itself. The topography
Figure 2.3: (a) The Lenard-Jones force curve. Schematics of the atomic force microscope in (b) contact mode, (c) tapping mode. (d) Operational principle of the four segment photo-detector.

is obtained by maintaining the predefined setpoint of the amplitude of cantilever oscillations which is sensitive to the tip-sample distance [see figure 2.3 (c)]. This mode is particularly well suited for soft samples since the friction force between the tip and the sample is minimized.

The tip-sample interaction also affects the frequency and the phase of the oscillations. The shift in the frequency is small and therefore harder to detect than the phase shift. The phase shift is directly related to the energy spent to compensate the losses during the dissipative interaction between the tip and the sample and therefore can be used for imaging the difference in material properties of the sample’s surface, if any exist.

Electrostatic force modes. In electrostatic force modes one exploits the long range electrostatic forces between the tip and the sample. There are two available techniques which are commonly used: Kelvin probe force microscopy (KPFM) and electrostatic force microscopy (EFM). The two techniques are very similar in terms of the requirements needed for their implementation. The main difference arises from the quantities which are measured.

Both KPFM and EFM are two pass techniques, since during one measurement
cycle the tip passes over the surface twice. In the first pass the topography of the sample is acquired utilizing the tapping mode [see figure 2.4]. Then the tip is lifted above the sample surface at height $\Delta h$ (ranging between 10 nm and 100 nm) at which the long-range electrostatic forces have the dominant contribution in the interaction between the two. The second pass is therefore performed when the tip is lifted. In order to further minimize the influence of the sample topography, the topography profile acquired in the first pass is followed during the second pass [see figure 2.4]. Switching between first and the second pass is done for every line during the scanning.

Figure 2.4: Schematics of the atomic force microscope in the electrostatic mode.

The key factor in KPFM and EFM is the electrostatic interaction between the tip and the sample which is achieved by creating a potential difference between the two during the second pass. By considering the tip-sample system as a capacitor, the electrical force existing between them can be written as

$$F_e = \frac{1}{2} \frac{dC}{dz} V^2,$$  \hspace{1cm} (2.3)

where $C$ and $V$ represent the capacitance of the tip-sample capacitor and the potential difference between the tip and the sample, respectively. From this point on the two methods differ and we shall consider one at a time.

- In KPFM an oscillating voltage, $V_{tip} = V_{dc} + V_{ac}\sin(\omega t)$, is applied to the tip, as it is illustrated in figure 2.4. The frequency of the applied voltage, $\omega$, is chosen to be very close to the frequency of the mechanical resonance of the cantilever. The cantilever oscillations during the second pass are not driven by mechanical excitation but by the oscillating electrical force $F_e$. The potential difference is defined as, i.e. $V = V_{dc} + V_{ac}\sin(\omega t) - V_{CPD}$, where $V_{CPD} = 1/e(W_{tip} - W_s)$ represents the tip-sample contact potential difference.
$W_{\text{tip}}$ and $W_s$ are the work functions of the tip and the sample, respectively. Plugging the expression for $V$ in into equation 2.3 results in three force components contributing to the tip-sample interaction, i.e.

$$F_{dc} = \frac{\partial C}{\partial z} \left\{ \frac{1}{2} (V_{dc} - V_{CPD})^2 + \frac{V_{ac}^2}{4} \right\}$$

$$F_\omega = \frac{\partial C}{\partial z} \left\{ \frac{1}{2} (V_{dc} - V_{CPD}) \right\} \sin(\omega t)$$

$$F_{\omega t} = -\frac{1}{4} \frac{\partial C}{\partial z} V_{ac}^2 \cos(2\omega t)$$

By means of a lock-in amplifier one is able to extract the amplitude of the force induced cantilever oscillations at the resonant frequency $\omega$ and read out the $V_{dc}$ for which the relevant component of the electric force becomes zero. This voltage is equal to the contact potential difference between the tip and the sample. Ultimately, if the work function of the tip is known one can assess both the surface potential, $1/eW_s$, and the work function of the sample’s surface.

- In EFM a constant voltage, $V_{\text{tip}} = V_{dc}$, is applied to the tip as it is illustrated in figure 2.4. Here, however, the tip is mechanically excited to oscillate at its resonant frequency $\omega$, similarly as in the tapping mode. The potential difference is defined as $V = V_{dc} - V_{CPD}$. By contrast, in EFM the force gradient between the tip and the sample is probed instead the force itself. The phase shift of the cantilever oscillations induced by the force gradient is measured. In case of small force gradients, the phase shift can be obtained from [35]

$$\Delta \phi = -\arcsin \left\{ \frac{Q}{2k} \frac{d^2 C}{dz^2} (V_{dc} - V_{CPD})^2 \right\}$$

where $k$ and $Q$ represent the spring constant and the quality factor of the cantilever.

From equation 2.4 we see that the tip-sample contact potential difference can be also measured by EFM.

### 2.1.2 Optical Spectroscopy

Optical spectroscopy refers to all methods in which a light source, spectrally broad or narrow, is shined on the sample and the transmitted, reflected and/or scattered light is then used for the assessment of the optical properties of the sample. In this
thesis we have used spectrophotometry, Raman spectroscopy and surface enhanced Raman spectroscopy.

2.1.2.1 Spectrophotometry

Spectrophotometry is a method used for determination of the absorbance of a sample. It is based on measuring the intensity of the light, transmitted through the sample under investigation. The working principle of the so-called double beam configuration, which is the widely used one, is shown in figure 2.5. By means of a diffraction grating, a specific wavelength of the incident white light is passed through the sample and the reference. The difference of the two measured intensities corresponds to the light which is effectively transmitted through the sample, \( I_t \). The absorbance is obtained as \( A = \log \frac{I_t}{I_0} \) where \( I_0 \) represents the incident light intensity at a given wavelength.

![Schematics of a double beam spectrophotometer.](image)

Figure 2.5: Schematics of a double beam spectrophotometer.

2.1.2.2 Raman Spectroscopy

Raman spectroscopy is a method used for characterisation of the vibrational / rotational transitions in matter. It is based on the light scattering effect predicted by Smekal in 1923 [36] and observed in many experiments on light scattering by vapours, liquids and solids which Raman conducted systematically over several years [37] and eventually published in 1928 [38]. Two Russian physicists, Landsberg and Mandelstam, have almost simultaneously and independently discovered the effect in quartz crystal. However, only Raman received the Nobel Prize in Physics for 1930, which generated some controversy over the years [39]. Even today, Raman scattering is referred to as combination scattering in the Russian literature.

In a Raman scattering experiment a light source is shined on a sample (e.g. a crystal) under the investigation. The incoming electric field induces a net dipole moment which is subsequently modulated by the vibrations of the crystal lattice.
(phonons). The resulting net dipole moment consequently oscillates at the frequency $\omega$ of the electric field and at the phonon frequencies $\pm \omega_R$. The irradiated light will, therefore, have three components corresponding to the following scattering events: (i) an elastic scattering event in which the emitted photon has the same energy $\hbar \omega$, as the incident one (Rayleigh scattering), and (ii) an inelastic scattering event in which the emitted photon has either higher or lower energy by amount equal to the phonon energy, $\hbar (\omega \pm \omega_R)$. The latter are the photons originating from the Raman scattering process. Photons with lower energy $\hbar (\omega - \omega_R)$ represent the Stokes component of scattered light, whereas photons with higher energy $\hbar (\omega + \omega_R)$ represent the anti-Stokes component of scattered light [see figure 2.6(a)].

The Raman scattering process is extremely weak, compared to Rayleigh scattering. Only a small fraction of the incident photons (typically 1 in 10 million) are Raman scattered. The Stokes scattering is more probable event than the Anti-Stokes scattering. Consequently the Stokes component of the scattered light is stronger than the Anti-Stokes component, and therefore the one which is usually measured in a Raman experiment.

Figure 2.6: (a) Diagrams illustrating the energy transition for inelastically scattered Raman signal. $E_L = \hbar \omega$ and $E_s = \hbar (\omega \pm \omega_R)$ represent the energy of the incident and scattered photon. (b) Single monochromator Raman setup.

Lasers are commonly used as light sources in Raman spectroscopy. The basic, single-monochromator Confocal Raman instrument in reflection configuration
is shown in figure 2.6(b). The light is focused on the sample’s surface by a system of lenses, i.e. the objective. Then, the light is reflected from the sample and travels back through the objective and collection optics to the monochromator. In most cases, the strong Rayleigh component is removed before the light enters the monochromator by means of either an edge pass filter or a band pass filter. This is done in order to protect the very sensitive photo-detector. In the monochromator the light is collimated by a system of mirrors and spatially dispersed by a diffraction grating onto the sophisticated CCD photo-detector. The CCD photo-detector is typically cooled below the room temperature in order to reduce the background noise which further improves its sensitivity. At the output one gets the wavelength resolved Raman spectra expressed in counts which represent the number of photons detected at each pixel of the CCD.

The Raman scattered signal is measured relative to the wavelength of the incident laser light. The corresponding spectra is expressed as a function of the relative energy shift, called the Raman shift, which is usually expressed in wavenumbers.

**Surface Enhanced Raman Spectroscopy.** In order to overcome the problem of small intensity of Raman signals, surface enhanced Raman spectroscopy (SERS) is often used. SERS was observed for the first time in 1974 [40] by Fleischmann and explained a few years later [41; 42]. This technique mainly utilizes rough metallic surfaces and small metallic nanoobjects as enhancers of the Raman signal of the nearby analyte. There are two mechanisms responsible for the enhancement. The first is the chemical enhancement, resulting from the charge transfer between the analyte and rough metallic surfaces or metallic nanoobject. The other, dominant, mechanism is the electromagnetic enhancement. This mechanism was considered by many scientists during the 1980s, but was elaborately described by Kerker whose model is still used today [43].

The electromagnetic enhancement mechanism is based on the strong electromagnetic fields localised at and in the close vicinity of small metallic objects. In fact, these strong fields can transfer electromagnetic energy to the analyte which is either adsorbed or very close to the surface of these objects, thus increasing the magnitude of the analyte’s phonon-modulated dipole moment. This leads to the enhancement of the inelastically scattered light intensity and therefore to the enhancement of the Raman scattering efficiency. The fields are a consequence of either excited localised surface plasmons or simply of the fact that the electric fields are strong and localised at and in the vicinity of the surface of small metallic objects. The enhancement factor is often estimated as $F = |E/E_0|^4$, where $E$ represents the amplitude of the scattered electric field and $E_0$ represents the amplitude of the incident electric field. SERS enhancements can be as high as $F \sim 10^{11}$, allowing one to conduct very
sensitive studies on single molecules.

2.2 Numerical Methods

In this part we will briefly discuss the numerical methods, namely the reflection pole and finite element methods, used for the investigation of the optical properties, spectroscopic data and some potential applications of two-dimensional systems.

2.2.1 Reflection Pole Method

The reflection pole method (RPM) is used for numerical calculation of the eigenmodes in lossless and lossy stratified (planar) waveguides [44]. It is easily implemented and it is based on the analysis of the complex reflection coefficient of the system under investigation. The eigenvalues (complex propagation constants of eigenmodes) are seen as poles in the systems response to a plane wave excitation. In other words, the reflection (and transmission) coefficient diverges whenever a guided mode is supported by the waveguide.

The complex reflection and transmission coefficients of stratified planar waveguides can be obtained using the transfer matrix formalism. In this formalism the wave in each layer is described by a vector whose two components are the complex amplitudes of the forward and backward waves in the considered layer. The transfer matrix between adjacent layers, establishing the connection between the two vectors, is determined from the interface boundary conditions. For instance, matching of the tangential field components at every layer interface of the waveguide in figure 2.7 gives

\[
\begin{pmatrix}
    t_{s,p} E_0 \\
    0
\end{pmatrix}
= M
\begin{pmatrix}
    E_0 \\
    r_{s,p} E_0
\end{pmatrix}
\]

where \( M = \begin{pmatrix} a & b \\ c & d \end{pmatrix} \) represents the transfer matrix, \( r_{s,p} \) and \( t_{s,p} \) represent the reflection and transmission coefficients for both s- and p- polarized fields, respectively. The transmission and reflections coefficients can be straightforwardly obtained from equation 2.5 as \( r_{s,p} = -c/d \) and \( t_{s,p} = (ad - bc)/d \). Therefore, in case of a guided mode \( d \to 0 \).

The \( \omega, \beta \) pair corresponding to the frequency and the complex propagation constant of a guided modes are then found using the Nelder-Mead algorithm implemented within the \textit{fminsearch} function in Matlab software package.

A major advantage of RPM over other methods is reflected in the fact that this method can determine the exact number of the allowed modes in a waveguide structure.
2.2.2 Finite Element Method

Finite element method (FEM) is a numerical technique utilized for solving problems described by partial differential equations which cannot be solved analytically. The name finite elements originates from the elements used to represent the domain of interest. The basic procedure of solving a continuous physical problem using FEM is as follows.

The first step is discretization of the domain of interest by diving it into finite elements. A group of connected finite elements is called the mesh. Examples, of the finite element meshes in two and three dimensions related to the problems addressed in this thesis are shown in figure 2.8 and figure 2.9. In the two dimensional case we use triangular elements, whereas in three dimensional case we see combination of tetrahedral and hexahedral elements. The choice of mesh and its size is very important since it determines the accuracy of the solution. If the mesh is not fine enough the solution might not be well resolved and erroneous. The mesh resolution depends on the problem which is solved and therefore on the solution which is sought.

The next step consist of selection of the interpolation functions, which are used to interpolate the solution over the element. These functions are defined within the element using its nodal values. Polynomials are a typical choice for interpolation functions. The degree of the polynomial is determined with respect to the number of nodes of the element.

After this, a matrix equation for each of the finite elements is established. The matrix equation relates the nodal values of the solution which is sought to other parameters. The most commonly used approach for finalizing this step is the Galerkin method. This is followed by connecting the local element equations in to the global equation system, including the appropriate boundary conditions.

The final step is solving the imposed global equation system by either direct or iterative methods. As a result one gets the nodal values of the solution function.

In this thesis, FEM realised in COMSOL software [45] is used for solving Maxwell’s equations describing: (i) electromagnetic fields in waveguides such as
the one in figure 2.8 and (ii) scattering of a plane wave incident to nanoparticle clusters residing on a substrate. The former is an eigenvalue problem, whereas the latter is a stationary frequency problem. The two are very different and require special FEM setups and analysis.

Figure 2.8: Finite element mesh in case of a two dimensional problem.

The eigenvalue problem is solved for the electric field and complex propagation constant. The computational domain is terminated by boundaries at which the tangential component of the electric field is zero (the perfect electric conductor boundary condition, PEC). The waveguide is located within the domain. In eigenvalue mode, FEM gives all possible solutions of the considered system, including those which do not represent the guided modes. The right solutions are characterised by the fields which are confined to the waveguide region while decreasing toward the boundaries of the domain. Therefore, a special attention should be paid to the size of the computational domain. Namely, the domain should be large enough that the field amplitudes fall to zero before the domain boundary is reached. Otherwise, the calculated propagation constants would be incorrect. Obviously, large domains imply large number of mesh elements which come at the expense of high computational cost. This problem can be addressed, to a certain degree, by adjusting the size of the finite elements within the domain. In this case field variations determine the minimal number of the mesh elements. For example, in figure 2.8 we see a very fine mesh in the waveguide region and near the waveguide borders where the field is expected to vary significantly. The mesh becomes coarser toward the domain boundaries since smaller variations of fields are expected.

The stationary frequency problem is solved for the scattered electric fields at a given frequency. This requires separation of the total field into the incident (background) and scattered fields. The background field is known and defined as if the object which scatters it does not exist. Then solving Maxwell’s equations for the total field reduces to solving Maxwell’s equations for the unknown scattered field in the presence of a known background field. The total computational domain is separated into physical domain and the domain of perfectly matched layers (PML), as illustrated in figure 2.9.

The background field is defined only in the physical domain and the PMLs exclu-
Figure 2.9: Finite element mesh in case of a three dimensional problem.

successively serve to absorb the scattered field. As in the previous case the computational domain is truncated by PEC. When dealing with this kind of numerical simulations one needs to carefully address two important things. The first is the mesh. In this case the minimal number of mesh elements is determined by both field variations and its wavelength. To resolve the background electric field ten mesh elements per wavelength should be enough [see figure 2.9]. For the scattered fields in the vicinity of the nanoparticles, the number of mesh elements should be much larger [see figure 2.9]. The second is the PML which needs to be adjusted to effectively absorb the scattered fields and prevent their reflection from the domain boundaries. The best way to choose the right PML parameters is through trial and error, by monitoring how the field behaves inside them. In a good PML the field should decay from the inner to the outer side of PML reaching zero values at PEC boundaries, at a given frequency.
Chapter 3 Charge density modulations of the two-dimensional electron gas in cerium tritelluride

Charge density waves (CDW) have been a subject of considerable interest in condensed matter physics for many decades [8]. Originally predicted and observed in one-dimensional systems, CDW formation was found also in many two-dimensional materials where the ordered state remains metallic in most of the cases. Occasionally, the CDW phase is in close proximity to other phases such as superconductivity [46; 47].

The rare-earth tritellurides [48] $\text{RTe}_3$ are excellent model systems for systematic studies of the underlying physics for the wide range of tunable parameters such as transition temperature $T_{\text{CDW}}$, Fermi surface shape, $c$-axis coupling, anisotropic or weak versus strong electron-phonon coupling [13; 49; 50; 51; 52; 53; 54; 55].

In this chapter, we study the CDW modulation in CeTe$_3$ at room temperature by means of STM, scanning tunneling spectroscopy (STS) and Raman scattering measurements.

3.1 Materials and Methods

Single crystals of CeTe$_3$ were grown by slow cooling of a binary melt. The details are published elsewhere [50]. The samples for STM measurements were prepared at Brookhaven National Laboratory, whereas those for Raman scattering at Stanford University. Because the compound oxidizes in ambient air, the crystals were cleaved with adhesive tape in order to remove the oxidized layer.

The STM measurements were done in ultra-high vacuum at room temperature, using a commercial OMICRON UHV STM system. Topography imaging was done in constant current mode with the bias voltages in range of 0.1-0.9 V applied to the tip. Tilting error compensation, Fourier noise filtering, and scanner distortions removal were done using Gwyydion image processing program [56]. Every STM topograph and its corresponding current image are displayed with their raw Fourier transform, used for the filtering procedure. It should be noted that the displayed raw Fourier images have vertical bands of intensities which originate from a large
number of noise induced periodic components in the real space images along the fast scanning axis ($x$ axis). These bands are, therefore, measurement artifacts rather than physical features of the sample. STS measurements were done in point probe mode at different locations on the sample surface, also at room temperature. The I-V curves were made for bias voltages ranging from -0.5 V to 0.5 V, with a resolution of 0.02 V, which is comparable to the thermal noise of about 0.026 eV. Consequently, the CDW gap is evaluated with accuracy of $\sim \pm 2 \times 0.026$ eV.

For the Raman scattering experiments we have used the line at 458 nm of an Ar ion laser as an excitation source. The absorbed laser power ranged from 1 to 2 mW to keep the local heating below 5 K in the $50 \times 100 \mu m^2$-sized focus, as estimated from comparing energy gain and loss spectra [57]. Since there is no phase transition in close proximity a temperature gradient in the spot can be neglected here. The spectra were measured with a resolution of 2.5 cm$^{-1}$ at low energy and 20 cm$^{-1}$ at high energy. The Raman response $R_{\chi''}(\Omega)$ is then obtained by dividing the measured spectra by the thermal Bose factor. We present symmetry-resolved spectra, obtained from linear combinations of spectra measured at the main polarization configurations [58], in order to separate out the $A_{2g}$ contribution which, in the non-resonant case, is insensitive to the carrier (particle-hole) excitations we are interested in.

3.2 Results and discussions

3.2.1 STM topography measurements

CeTe$_3$ crystals are layered two-dimensional materials with orthorhombic crystal structure that adopts the $Cmcm$ space group symmetry [59]. The layers are composed of a corrugated CeTe slab sandwiched between two planar Te sheets and connected together via weak van der Waals forces. Figure 3.1 (a) shows the crystal structure of CeTe$_3$ with the unit cell indicated by dashed lines. For the $Cmcm$ space group the $a$ and $c$ are the in-plane crystal axes and $b$ is the long crystal axis.

An isolated planar Te sheet with a nearly perfect square lattice has one Te atom in the corresponding unit cell, as opposed to the full crystal which has two distinct Te sites in the planar Te sheets (see the lower part of figure 3.1 (a)), and twelve Te atoms per unit cell (see the upper part of figure 3.1 (a)). As an example, in figure 3.1 (b) the Te square lattice of CeTe$_3$ obtained by setting the bias voltage, $V_b$, to 0.8 V and the set-point current, $I_s$, to 0.6 nA, is shown. The corresponding raw Fourier transform is given in the inset. Four distinct peaks, labeled as A, form the reciprocal lattice of the atoms in the Te sheets, and are approximately $2\pi/a_0=20.43$ nm$^{-1}$ from the origin, denoted as O. The average distance between the neighbouring Te atoms can be straightforwardly assessed from the position of
Figure 3.1: (a) Crystal structure of CeTe$_3$. The lower part shows a view on the top Te layer connected by blue lines oriented at 45° with respect to the $a$ and $c$ axes. The atoms of the Ce-Te layer are not connected. (b) Filtered STM topograph obtained for $V_b$ =0.8 V and $I_s$ =0.6 nA. The inset shows corresponding Fourier transform (F.A. stands for Fourier Amplitude); (c) Profiles along the solid (blue) and dashed (red) lines in panel (b) showing variation of the Te-Te distances in the Te sheets. The assessed distances between the adjacent Te atoms are written in-between the black vertical lines which show the position of the profiles maxima.

the A peaks, i.e. $a_0 = 2\pi/20.43 \text{nm}^{-1} = 0.3075 \text{nm}$. However, profiles taken along the solid (blue) and dashed (red) lines in figure 3.1 (b) reveal that the distances between the maxima, representing the Te atoms, vary around a constant separation of $2\pi/20.43 \text{nm}^{-1} = 0.3075 \text{nm}$. We find that all of the images, obtained with the same set of tunneling parameters as the one in figure 3.1 (b), show similar variation of the Te-Te distances. The variation of the Te-Te distances is very subtle and can not be assessed from the full width at half maximum of the A peaks (see the inset in figure 3.1 (b)). Therefore, the Fourier transform provides the average interatomic distances indicating an ideal Te square lattice, whereas the analysis of the real space images yields irregular Te-Te distances.

Given the weak hybridization between the CeTe slab and the Te sheets [49; 60], the electronic properties of $R$Te$_3$ are predominantly determined by the planar Te sheets. Having a weak interaction along the $b$ axis, these compounds are often considered two-dimensional systems. The main contribution to the CDW comes from the states close to the Fermi level. These states mainly derive from in-plane $p_x$ and $p_z$ orbitals with 5/8 filling due to the underlying CeTe layer, which donates an electron shared between two atoms in the upper and lower Te sheet. The out-of-
plane $p_y$ orbital is lower in energy than the in-plane $p_x$ and $p_z$ orbitals and is pushed below the Fermi level. Now, assuming an isolated Te sheet with an ideal square lattice, while neglecting the hopping between $p_x$ and $p_z$ orbitals, one could calculate the Fermi surface [13; 49; 61] within the corresponding Brillouin zone similar to the one sketched in the inset of figure 3.2 (a) with solid and dashed (red) lines. In the scope of this approximation, there are two possibilities for the nesting vectors, $\mathbf{q}$ and $\mathbf{q}^*$ [12; 49] (see the inset of figure 3.2 (a)) which are not related by the $C_4$ symmetry of the assumed host lattice. The rest of the nesting vectors which are symmetry related to the $\mathbf{q}$ and $\mathbf{q}^*$ are described in Ref. [49]. The $\mathbf{q}$ vector nests both the $p_x$ (dashed red lines) and the $p_z$ (solid red lines) portions of the Fermi surface, whereas the $\mathbf{q}^*$ nests only the $p_x$ portion of the Fermi surface [49]. Assumption of a purely nesting-driven instability allows the system to choose between the two nesting vectors depending on the strength of the electron-phonon coupling: $\mathbf{q}$ and the stripe symmetry of the CDW state are favored when the coupling is strong [49]. It was recently shown [13], however, that the inclusion of the interaction between $p_x$ and $p_z$ modifies the Fermi surface, thus, enabling large electron-phonon coupling near the band degeneracy points and renormalization of the phonon frequency only at the $\mathbf{q}$, rather than at $\mathbf{q}^*$. In fact, renormalization at $\mathbf{q}^*$ and the related checkerboard symmetry of the CDW state were not observed experimentally.

Figure 3.2 (a) shows the topography of CeTe$_3$ with clearly visible CDW modulation. This image is obtained for $V_b=0.2\,\text{V}$ and $I_s=0.6\,\text{nA}$. The corresponding Fourier image is given in figure 3.2 (b). As before, there are four peaks representing the Te sheet atoms. They are labeled by A. Peaks labeled by $A'$ correspond to the additional periodicity arising from the inequality of $a$ and $c$ lattice vectors which is a consequence of the orthorhombic crystal structure. In other words, these peaks should exist for any set of tunneling parameters for which the tunneling between the tip and the Te planes is possible. In fact, the $A'$ peaks exist in figure 3.1 (b) as well, but are barely visible since the inequality between $a$ and $c$ is very subtle. The intensity of the $A'$ peaks in figure 3.2 (b) is enhanced by the additional periodicity of the underlaying Ce atoms, whose $f$ states have significant contribution to the tunneling current [62] when the tip is close to the surface, i.e. for lower bias voltages. Accordingly, we assign $c^*$ and $a^*$ wavevectors to the $A'$ peaks, where $|c^*|=2\pi/|c|$ and $|a^*|=2\pi/|a|$. The $c^*$ connects the origin $O$ and the $A'$ peak on the main diagonal, and the $a^*$ is perpendicular to $c^*$. We assess the magnitude of the two wavevectors to be around 14.4\,nm$^{-1}$.

Apart from A and $A'$ peaks, the Fourier amplitude image in figure 3.2 (b) exhibits new features in comparison to the one shown in figure 3.1 (b). The peak located below the $A'$ peak on the main diagonal, $Q$, corresponds to the $\mathbf{q}$ nesting vector, while the $Q'$ peak corresponds to the $\mathbf{q}'$ vector. Following the work in Ref. [13] we
set the \( \mathbf{q} \) as the dominant CDW ordering vector, which further gives \( \mathbf{q}' = \mathbf{c}^* - \mathbf{q} \). The magnitudes of \( \mathbf{q} \) and \( \mathbf{c}^* - \mathbf{q} \) vectors are 10.26 nm\(^{-1}\) and 4.19 nm\(^{-1}\), respectively. The related wavelengths are \( \sim 0.61 \text{ nm} \) (distance between (black) circles in figures 3.2 (c) and (d)) and \( \sim 1.5 \text{ nm} \) (distance between (red) squares in figures 3.2(c) and (d)), respectively. Displayed in figures 3.2 (e) are the profiles along main and side diagonal of the Fourier image, showing the exact position of the mentioned peaks. The Q peak is more intensive than the Q' peak which is barely visible on the main diagonal, but clearly visible on the side diagonal. The absence of the Q or Q' peaks on the main diagonal in figures 3.1 (b), is due to the small, practically negligible, overlapping of the CDW wavefunction, which decays exponentially out of Te sheet, and the tip wavefunction. In fact, significantly reduced overlapping between the two wavefunctions for \( V_b = 0.8 \text{ V} \) results in a reduced CDW current signal comparable to the noise level.

Figure 3.2: (a) Flittered STM topography obtained for \( V_b = 0.2 \text{ V} \) and \( I_s = 0.6 \text{ nA} \). The inset shows a sketch of the Fermi surface within the first Brillouin zone (green square whose nodes are \( A' \) points) corresponding to an isolated Te sheet. The dashed (red) lines correspond to the \( p_x \) portion of the Fermi surface, whilst the solid (red) lines correspond to the \( p_z \) portion of the Fermi surface. The \( \mathbf{q}^* \) connects one set of \( p_x \) bands. The \( \mathbf{q} \) connects both the sets of \( p_x \) bands and \( p_z \) bands, and is parallel to \( \mathbf{c}^* \) vector; (b) The corresponding Fourier transform. A and A' peaks in the Fourier image correspond to the A and A' peaks in the inset; (c) Magnified part of image in (a) showing the CDW modulation; (d) Profile along the white line in panel (c); (e) Profile along the main and side diagonals of the Fourier image in panel (b). F.A. stands for Fourier Amplitude.

In addition to Q and Q', another peak, which we label as 2Q', exists on the main diagonal of the Fourier image in figure 3.2 (b). It is located at 8.38 nm\(^{-1}\) from
the origin, which is exactly twice the distance between the origin and the $Q'$ peak. The wave vector connected to this peak is, thus, exactly two times larger than the $c^* - q$. Both $Q'$ and $2Q'$ are, in fact, due to the wavevector mixing effect which occurs between the $q$ and $c^*$ [63]. However, the full mixing effect is not entirely visible in figure 3.2 (b) because the exerted noise masks the rest of the prominent mixing peaks. In figure 3.3 (a), which has been obtained by averaging 34 consecutive Fourier images, this effect becomes more clear. As it can be seen, additional peaks arise by improving the signal-to-noise ratio, both on the main and the side diagonal. Numbers 2 and 6 in figure 3.3 (a) denote two new peaks on the main diagonal specified by $2q - c^*$ and $2c^* - q$ vectors, respectively. The side diagonal has four peaks corroborating the afore mentioned effect. Their wavevectors, $a^* + c^* - q$, $a^* + 2q - c^*$, $a^* + 2c^* - 2q$ and $a^* + q$ are shown by arrows in figure 3.3 (a). Finally, figure 3.3 (b) displays line cuts along the main and side diagonals in order to illustrate that every peak on the main diagonal, except $A'+Q'$ and $2A'$, has its “copy” on the side diagonal.

Figure 3.3: (a) Averaged Fourier transform obtained by summing 34 Fourier transforms which are similar to the one shown in figure 3.1 (b); (b) Profile along the main and side diagonals. Red rectangles mark the areas within which are the Fourier peaks representing copies of the lattice and modulation peaks in higher Brillouin zones. F.A. stands for Fourier Amplitude.

As noted before, Te sheets are unstable and prone to the CDW. The superspace crystallographic analysis done in Ref. [53] indicated that the distances between neighboring Te atoms in the planar sheets vary around the average of 0.3035 nm in a systematic manner. The total ordering can be viewed as alternate sequences of V and N groups of Te sheet atoms in the direction of the crystallographic $c$ axis.
(along the CDW modulation). By analyzing figures 3.1 (b) and 3.1 (c) we have already noted that the interatomic distances between neighboring Te atoms vary around the average of 0.3075 nm, which is slightly higher than the one given in Ref. [53]. However, since the distance variations are rather subtle we were not able to confirm the proposed ordering by examining images similar to those in figure 3.1 (b). Therefore, we have chosen the tunneling parameters, $V_0 = 0.1$ V and $I_s = 0.7$ nA, for which the tip is even closer to the surface than in the case shown in figure 3.2 (a). In this way, the close proximity of a sharp tip to the surface atoms would result in a convolution image such that the atoms being further away from each other would be resolved better than the atoms which are closer to each other (see the sketch in the inset of figure 3.4 (a)).

![Figure 3.4: (a) Topography and (b) current images obtained for $V_0=0.1$ V and $I_s=0.7$ nA and (c), (d) their corresponding Fourier images. Red rectangles mark the areas within which are the Fourier peaks representing copies of the lattice and modulation peaks in higher Brillouin zones. F.A. stands for Fourier Amplitude.](image)

The corresponding topography image is shown in figure 3.4 (a). Next to it (figure 3.4 (b)) is an image formed by measuring the changes of the tunneling current (with respect to $I_s$) before the feedback moves the piezo scanner in order to maintain the predefined current setpoint. Below them, in figures 3.4 (c) and 3.4 (d), shown are the corresponding Fourier images.

The topography image in figures 3.4 (a) clearly displays the CDW modulation stripes, as expected, with strange looking shapes in between the stripes. On the other hand, the current image in figures 3.4 (b) displays N and V groups of Te sheet atoms, indicated by higher current values, which have a repeating pattern matching
the CDW modulation stripes in figures 3.4 (a). The observed patterns in both topography and current images may originate from the convolution of a damaged (not very sharp) tip and the surface or they may represent a local modification of the surface. That being the case, one would expect to observe new peaks in the Fourier images at the positions defined by wavevectors which are not represented as linear combinations of the lattice and the modulation wavevectors. However, the corresponding Fourier images in figures 3.4 (c) and 3.4 (d) have almost all of the characteristic peaks seen in figure 3.2 (b), i.e. A, A′, Q and the copy of Q′ on the side diagonals, without any new features. The absence of the Q′ and 2Q′ peaks from the main diagonals in figures 3.4 (c) and 3.4 (d) is a consequence of applying Fourier transform to the images scanned over a small area and, of course, a consequence of low signal-to-noise ratio, rather than a consequence of the modification of the carrier density modulation. It is, therefore, natural to assume that only carrier density modulation, lattice features and, as explained, their interplay have an impact on the formation of the image in figures 3.4 (a) and 3.4 (b), and that the effect of the convolution of the surface with a “bad” tip can be ruled out.

Having in mind that the Fourier images in figures 3.4 (c) and 3.4 (d) have the same periodic components, one can conjecture that different motifs observed in the topography and current images originate from the different intensities of the Fourier peaks. In fact, the strong CDW stripe motif in the topography image is due to the fact that the Q peaks in figure 3.4 (c) have higher intensity than the A peaks. Oppositely, the current image does not have strong CDW stripe motif because the Q peaks have significantly lower intensity than the rest of the peaks in figure 3.4 (d). On the other hand, the irregular shapes in figure 3.4 (a) and the N and V shapes in figure 3.4 (b) are mainly determined by the intensity of the copies of the Q′ peak on the side diagonals, A and A′ peaks.

The “modulation” features on the side diagonals of the Fourier images may exist due to both carrier density modulation and structural modulation (rearrangement) of the Te sheet atoms. If we were to assume that there is no structural modulation, than the intensity of the aforementioned peaks would be determined by the strength of the tunneling signal from the carrier density modulation components with the corresponding periodicity. If the structural modulation is considered without the carrier density modulation, than the intensity of the related peaks would be determined by the magnitude of the atom displacements. Larger displacements would yield Fourier peaks with high intensity, but would also introduce asymmetry in the intensity of the ”modulation” peaks across the side diagonal. Such asymmetry is seen as unequal intensity of the Q′ copies on the side diagonals in figures 3.4 (c) and 3.4 (d). Similar asymmetry of the intensities of the Q′ copies on the side diagonals can be observed in figure 3.2 (b). The Q′ peak copies in figure 3.2 (b) are,
However, weaker in comparison to A and Q peaks, which is why the corresponding topography looks like a square Te lattice to which the carrier density modulation and its components are added. Therefore, the structural modulation seen in figure 3.4 (b) most probably exists also in figures 3.2 (b) and 3.4 (a) but it is masked by contribution of the other periodic components included in the formation on these images.

Finally, further examination of Fourier images in figures 3.3 (a), 3.4 (c) and 3.4 (d) indicates the existence of additional peaks (marked by red rectangles in the mentioned figures) which are located at the positions corresponding to the linear combinations of the lattice and the modulation wavevectors. These peaks are, therefore, copies of the lattice and modulation peaks in higher Brillouin zones, and are expected in systems exhibiting charge density and structural modulations. However, their intensity is very low, especially in figures 3.3 (a) and 3.4 (c), and comparable to the noise level. Unfortunately, we find that taking larger scans than those shown in figures 3.4 (a) and 3.4 (b) does not improve signal-to-noise ratio for the additional peaks at room temperature, but rather leads to an unstable operation in which the topography and the current images change their appearance after a certain time of scanning.

3.2.2 CDW gap measurement

3.2.2.1 STS measurements

The formation of energy gaps is a general characteristic of the CDW systems. In these systems a broken symmetry ground state (CDW state) is stabilized via electron-electron or electron-phonon interactions or both, by creating electron-hole pairs with the ordering vector selected as explained in Section 3.2.1. This, in turn, leads to the energy gap formation in the regions of the Fermi surface connected by the preselected ordering vector, thus, lowering the energy of the system. For $\text{RTe}_3$ family the Fermi surface is only partially gapped. Here we use STS in order to assess the CDW gap of CeTe$_3$ at room temperature.

Figure 3.5 shows an averaged $dI/dV$ versus $V$ (red curve) and its first derivative, $d^2I/dV^2$ (blue curve). In the upper inset shown are the $I − V$ curves collected at different locations on the sample by performing ten consecutive measurements at each location. The averaging procedure was done due to the variation of the $I − V$ curves which are acquired at random points, including ones above and in between the Te sheet atoms. Location dependent variations of the $I − V$ were previously noted in TbTe$_3$ [63]. The spatial variation of the $I − V$ curves is consequently reflected on the corresponding $dI/dV$ curves in terms of occasional appearance of different peak-like features and variations of the conductance near the edges of the
Figure 3.5: Averaged $dI/dV$ curve obtained by repeated measurements at different positions on the sample and its first derivative. The red asterisks indicate the kinks. The upper inset shows all $I - V$ curves taken into account. The lower inset shows two $dI/dV$ curves obtained by averaging selected $dI/dV$ curves.

measuring range.

The asymmetry of the averaged $dI/dV$ curve, is an inherent property of most of the individual $dI/dV$ curves, despite their location dependent variations. It originates from the fact that, apart from the in-plane $p_x$ and $p_z$ orbitals, the $p_y$ orbitals are probed as well [63]. Removal of electrons from $p_y$, which occurs at negative voltages, is more favorable than the adding of electrons at positive voltages since the $p_y$ orbitals are below the Fermi level. Therefore, the conductance, i.e. $dI/dV$, will be higher for negative than for positive voltages and, consequently, the $dI/dV$ curves would be asymmetric. This type of $dI/dV$ asymmetry is common among systems exhibiting CDW [62; 63; 64; 65; 66].

The averaged $dI/dV$ exhibits subtle kinks marked by (red) stars in figure 3.5. For each kink in the $dI/dV$ curve one can observe a change in slope of the corresponding $d^2I/dV^2$ curve which, indeed, corroborates that the kinks exist. In fact, most of the kinks are a consequence of the location dependent variations of the individual $dI/dV$ curves included in the averaging procedure. They are, therefore, likely due to involvement of the tip states, due some other effect such as zero bias anomaly [67], or even maybe due to the existence of the shadow gaps in CeTe$_3$ [68]. Similar structures can be observed in Ref. [62]. Unfortunately, we cannot claim with certainty what they represent nor determine their origin. Exceptions are the two features at $\sim -0.34$ eV and $\sim 0.405$ eV, additionally marked by dashed lines, which exist in the
most of the measurements. Majority of the individual \( dI/dV \) curves exhibit weak features at \( \sim -0.34 \) eV and \( \sim 0.405 \) eV, whereas a notably smaller number of curves has slightly stronger features at the same energies (the reason why the intensity of these peaks vary is unknown). Hence, the average \( dI/dV \) in figure 3.5 also has weak structures at \( \sim -0.34 \) eV and \( \sim 0.405 \) eV. A sharp rise of the conductance occurring immediately below \( \sim -0.34 \) eV and above \( \sim 0.405 \) eV in the average \( dI/dV \) indicates that these features may be interpreted as the edges of the CDW gap [67]. However, the density of states within the suggested gap does not appear to be suppressed. This is somewhat expected considering that a large number of curves, having a significant location dependent variation, are averaged. On the other hand, averaging a smaller number of selected curves yields \( dI/dV \) spectra with clear features at \( \sim -0.34 \) eV and \( \sim 0.405 \) eV and a suppressed density of states between them, as shown in the lower inset of figure 3.5. \( dI/dV \) labeled by 1 is obtained by averaging curves with stronger features, whereas \( dI/dV \) labeled by 2 is obtained by averaging curves with weaker features at \( \sim -0.34 \) eV and \( \sim 0.405 \) eV. We, therefore, speculate that the relevant features might be the band edges rising above and below the Fermi level, which correspond to the CDW gap originating from hybridization between the original and shadow bands. We assess the distance between the two features to be \( 2\Delta_{\text{CDW}} \sim 0.74 \) eV, yielding a CDW gap of \( \sim 0.37 \) eV. Finally, suppressed density of states, seen in the two curves, along with the fact that both of them have a finite conductance at zero bias suggests a partially gapped Fermi surface, as expected.

### 3.2.2.2 Raman scattering measurements

Polarized Raman spectra of CeTe\(_3\) were measured on a cleaved (010) \((a-c)\) plane in the temperature range between 348 and 32 K. Figure 3.6 shows the symmetry-resolved spectra for 348 and 32 K which are linear combinations of the raw data. For unknown reasons, the spectra taken at 348 K are generally higher by a factor close to 2 and are therefore multiplied by 0.55 to make them match those at 32 K at high and low energies. The electronic continua of the multiplied spectra match now also in the range up to 1000 cm\(^{-1}\). Phonons and amplitude modes appear at energies Below 400 cm\(^{-1}\) [69]. In addition, there are also features from crystal-field excitations which appear not only in the Raman active \( A_{1g}, B_{1g} \) and \( B_{2g} \) symmetries but also in \( A_{2g} \) symmetry, clearly ruling out a phononic origin. They originate in the energy splitting of the \( 2F_{7/2} \) state of CeTe\(_3\) \((4f \) orbitals\) in the spectral region below 400 cm\(^{-1}\) and between 2000 and 2500 cm\(^{-1}\).

Although \( T_{\text{CDW}} \) is considerably above room temperature (and is not determined yet but believed to be in the 500 to 600 K range) one observes clear changes in the electronic spectra upon cooling. Below 4000-5000 cm\(^{-1}\) the opening of a gap manifests itself by a relative reduction of the scattering intensity in the \( A_{1g}, B_{1g}, \)
Figure 3.6: Symmetry-resolved Raman spectra of CeTe$_3$ at temperatures as indicated. The excitations in the range 2000 to 2500 cm$^{-1}$ originate in transitions in the $F_{7/2}$ manifold. They are expected and appear also in $A_{2g}$ symmetry. In all cases there are stronger at low temperature. Gap-like features are predominantly seen in $A_{1g}$, $B_{1g}$, and $B_{2g}$ symmetry. The inset in (a) compares the raw data in $aa$ and $cc$ polarization indicating an $a-c$ anisotropy.

and $B_{2g}$ spectra. Around 6000 cm$^{-1}$ the intensity piles up due to emerging coherence effects in the ordered state (figure 3.6 (a), (c), (d)). As expected for electronic excitations these temperature-dependent changes are very weak or absent in $A_{2g}$ symmetry (figure 3.6 (b)). According to the semi-quantitative analysis of the results in ErTe$_3$ [13] we interpret the changes described above in terms of an anisotropic CDW gap. The signatures of the gap are weaker than in ErTe$_3$ for two reasons: (i) Even at 348 K $\approx 0.5T_{\text{CDW}}$ CeTe$_3$ is already deep in the ordered state, and the gap is almost constant. (ii) CeTe$_3$ has an impurity concentration comparable to that of LaTe$_3$ or DyTe$_3$ well above that of ErTe$_3$, and sharp structures are washed out [70]. Hence the $A_{1g}$, $B_{1g}$, and $B_{2g}$ spectra reflect the CDW gap in the electronic excitation spectrum and the maximum at 5880 cm$^{-1}$ = 0.73 eV is close to the maximal gap $2\Delta_{\text{CDW}}$. This energy is excellent agreement with the gap in ARPES experiments [71] and the weak anomalies in the $dI/dV$ curves (see figure 3.5) allowing us to associate them with the gap. Since the gap depends strongly on momentum [71] no pronounced features can be expected in angle integrated experiments such as STS at temperatures on the order of $0.5T_{\text{CDW}}$.

Unexpectedly, we observe also an additional maximum in the range in the range 800-1700 cm$^{-1}$ peaking around 1200 cm$^{-1}$ $\sim 0.15$ eV in $A_{1g}$ and $B_{1g}$ which appears only below approximately 200 K. The appearance in $A_{1g}$ and $B_{1g}$ indicates that the maximum belongs to the lower symmetry of the ordered CDW phase. The comparison of the spectra measured with parallel polarizations along the crystallographic $a$ and $c$ axes (see inset of figure 3.6 (a)) shows that the crystal is mono-domain in the region of the laser spot. The selection rules are exactly those observed before in
However there is no indication of a second CDW in other experiments (see, e.g., Ref. [71]). In addition, there is no direct correspondence to features in the STS results (see asterisks in figure 3.5) in that the energy observed by light scattering is approximately a factor of two smaller than expected from tunneling. This energy mismatch argues against a relation between the STM feature at -0.15 eV and the Raman peak at the same energy. Speculatively one may associate the second maximum found in the $aa$-polarized Raman spectra with a hidden transition having a marginally different ordering wave vector and a slightly lower minimum of the free energy as suggested in Refs. [72; 73]. However, the selection rules are more indicative of an ordering wave vector orthogonal to the first one (see gapped $cc$ spectrum versus peaked $aa$ spectrum in the inset of figure 3.6(a)) and argue otherwise. Hence, the maximum at 1200 cm$^{-1}$ cannot finally be explained.

### 3.3 Conclusion

Scanning tunneling microscopy and spectroscopy were used for an investigation of the CDW state in CeTe$_3$. The data was acquired at room temperature. Using Raman spectroscopy we confirmed that CeTe$_3$ is in the CDW state at room temperature. The STM topography images clearly show the presence of the CDW modulation. This fact is supported by spectroscopy curves, which indicate that CDW band gap has a value of $\sim 0.37$ eV and are in good agreement with gap value of $\sim 0.365$ eV obtained from Raman measurements. The analysis of the Fourier transform images showed two main peaks along the direction of the CDW. One representing the dominant CDW modulation wavevector, located at $|\mathbf{q}| = 10.26$ nm$^{-1}$, and the other one, $|\mathbf{c}^* - \mathbf{q}| = 4.19$ nm$^{-1}$, interpreted as a consequence of the wavevector mixing effect. The other peaks, which are not related to the Te sheet atoms and Ce subsurface atoms are related both to the mixing effect and possible structural modulations of the Te sheet atoms. The current images indicate periodic patterns of Te sheet atoms grouped in N and V shapes, which were not previously observed by STM.
Chapter 4  Kelvin probe force microscopy and applications of two-dimensional charge carriers in graphene

Graphene has already found its way into a number of applications ranging from composite materials to optoelectronics due to its remarkable properties [20; 22; 30; 31]. For example, the tunability of graphene’s optical conductance is the key property utilized in optoelectronics [24]. However, these applications are each at different levels of maturity and the scientific community is still struggling to overcome various technological challenges impeding further improvement of graphene based devices [29].

In this chapter we study the electrical gating of graphene in the so-called back-gate configuration by means of which optical conductance of graphene can be tuned. In particular, we analyze the influence of a thin protective oxide layer on the performance of a back-gate graphene device, by combination of atomic force microscopy (AFM), electrostatic force microscopy (EFM) and Kelvin probe force microscopy (KPFM). Then we focus on the investigation of graphene-waveguide coupled system, a platform used for various optoelectronic devices, and discuss its application in electro-optical modulators.

4.1  Materials and Methods

4.1.1  Sample Fabrication and Experimental Methods

Thin layers of graphite (i.e. few-layer graphene) and graphene were prepared by micromechanical exfoliation of the natural graphite. Briefly, thick graphite crystals are exfoliated by a sticky tape until very thin graphitic layers are produced. These layers are then transferred on the clean surface of either 90 nm or 290 nm thick SiO$_2$ which is supported by a thick (bulk) Si crystal. The transfer procedure includes the following steps: (i) applying the tape carrying thin graphitic layers over the clean substrate and (ii) removal of the tape’s adhesive using methyl-isobutyl ketone. After the transfer is done, the thin graphitic layers are thinned further by means of a few additional exfoliation steps. A clean sticky tape is applied directly over the
substrate supporting the thin graphitic layers and then removed. This is done until the monolayer is reached. Figure 4.1 shows a few samples exfoliated on SiO$_2$/Si substrates.

![Figure 4.1](image)

Figure 4.1: Optical microscopy images of graphene and few-layer graphene flakes made by micromechanical exfoliation on SiO$_2$/Si substrate having (a) 290 nm and (b) 90 nm thick SiO$_2$.

Graphene absorbs 2.3% of the incident (visible) light, which is a quite remarkable feature given its mono-atomic thickness [74]. This, however, is not enough for graphene to be observed under an optical microscope on an arbitrary substrate. An effective way of enhancing the visibility of graphene is to improve its contrast with respect to the substrate. For that purpose one needs a substrate which acts as a kind of a Fabri-Perot resonator for the incident (visible) light, such as the mentioned SiO$_2$/Si substrates. The thin SiO$_2$ layer provides for constructive/destructive interference of the light, and its thickness determines which of the wavelengths would interfere constructively/destructively. The best contrast is attainable when the SiO$_2$ layer is either $\sim$90 nm or $\sim$290 nm thick[75].

Thin Au electrodes ($\sim$20-30 nm) were fabricated on top of the exfoliated graphene samples by a standard UV lithography method. In short, this method includes the following steps: (i) deposition of the photo-resist on top of the entire sample usually by means of spin-coating, (ii) selective exposition of deposited photo-resist to ultraviolet light, via lithography mask held in between the resist and the UV source, (iii) removal of the exposed (in case of positive photo-resist) or concealed (in case of the negative photo-resist) parts of the photo-resist in a developing solution, also called the developer (iv) deposition of the Au, by any of the available deposition techniques, such as chemical vapor deposition (CVD) and (v) removal of the reminder of the photo-resist, also called the lift-off. Additionally, some of the samples were isolated by 1 nm thin Al$_2$O$_3$, which was applied over the entire surface by the atomic layer deposition.

Upon fabrication, the samples were studied by the AFM and Raman techniques. The AFM measurements were performed using standard Si$_3$N$_4$ tips in ambient condition at room temperature. Typical curvature radius of the tip was about 10 nm. The so-called tapping mode is used. In this AC AFM mode the lateral force between the tip and the sample is minimized in order to protect both sample and the
The cantilever-tip system is oscillated at the characteristic first order resonance which is usually in the 90-230 kHz range. Additionally, precise HOPG inter-layer distance measurements were performed in ultra-high vacuum conditions (UHV, the pressure in the chamber is below $10^{-9}$ mbar) by operating the AFM in contact mode. The typical normal force set points ranged between a couple of hundreds of pN to a few nN, depending on the sample height and the required resolution. The ambient AFM measurements were done using the NTMDT NTegra instrument, while the UHV measurements were done using the Omicron VT-SPM system. Raman spectroscopy was performed using the NTMDT NTegra spectra, also at room temperature in ambient conditions. A linearly polarized semiconductor laser operating at a wavelength of 532 nm was used as the excitation source. The absorbed laser power was varied from 2 to 0.2 mW within the 1 x 1 $\mu$m sized focus, depending on the sensitivity of the sample.

The KPFM (EFM) studies techniques were done in the ambient conditions at room temperature. The TiN coated Si$_3$N$_4$ tips, having a typical curvature radius of about 35 nm, were used for both the topography and KPFM measurements. The DC voltages, (applied between the tip and the sample) used for the EFM measurements ranged between -8 and 8 V. Both KPFM and EFM measurements were performed for lift-heights of 30 nm.

### 4.1.2 Numerical Methods

For calculating the eigenmode propagation constants and fields, through which the graphene-waveguide coupling strength is defined, two numerical methods are used: (i) the reflection pole method utilized for 1D waveguide geometries and implemented within Matlab software package and (ii) the finite element method utilized for 2D waveguide geometries and implemented within Comsol software package.

Graphene is represented by an infinitely thin layer having a frequency dependent surface conductivity $\sigma(\omega)$. The simplest and most widely used model [76] for $\sigma(\omega)$ follows from the Kubo formalism in the non-interacting picture [77] in which $\sigma(\omega)$ is written as the sum of the interband and intraband conductivity. They are given by

$$\sigma(\omega)_{\text{inter}} \approx \frac{iq^2}{4\pi\hbar} \ln \left( \frac{2E_F - \hbar(\omega + i/\tau)}{2E_F + \hbar(\omega + i/\tau)} \right),$$  \hspace{1cm} (4.1)

$$\sigma(\omega)_{\text{intra}} = \frac{iq^2 k_B T}{\pi \hbar^2 (\omega + i/\tau)} \times \left[ \frac{E_F}{k_B T} + 2\ln \left( \exp \left( \frac{-E_F}{k_B T} \right) + 1 \right) \right].$$  \hspace{1cm} (4.2)

Here $\tau$ and $T$ denote the electron relaxation rate and the temperature, while $q$ is the elementary charge. The above model accounts for the main properties of
graphene’s linear optical response and its dependence on $E_F$, including the Drude-like behavior at frequencies below $\hbar \omega = 2E_F$ (intraband transitions) and the flat absorption spectrum at frequencies above $\hbar \omega = 2E_F$ (interband transitions).

We note here that the conducting sheet model of graphene employed in our calculations is equivalent to an anisotropic thin film model [78] in which graphene is represented as a thin film of thickness $d_g \approx 0.34$ nm and relative permittivity components

$$\varepsilon_\parallel (\omega) = 1 + \frac{i\sigma(\omega)}{d_g \omega \varepsilon_0}, \quad \varepsilon_\perp = \varepsilon_b, \quad (4.3)$$

that differ for dielectric response parallel ($\varepsilon_\parallel (\omega)$) and perpendicular ($\varepsilon_\perp$) to the graphene layer. Here $\varepsilon_b$ denotes the background permittivity (in our case equal to unity for air) indicating that graphene carriers cannot respond to the electric field component $E_\perp$ perpendicular to the sheet. The equivalence between the conducting sheet and thin film model is a simple consequence of the fact that all involved wavelengths are several orders of magnitude longer than $d_g$. Modeling graphene by the use of isotropic values for its permittivity $\varepsilon(\omega) = \varepsilon_\parallel (\omega)$ can lead to erroneous results in cases where $E_\perp$ is not negligible. This is particularly important at frequencies such that $\varepsilon(\omega) \approx 0$ (the bulk plasma frequency of the hypothetical medium), for which the isotropic model predicts a spurious enhancement of $E_\perp$ within the fictitious thin film, by means of a mechanism akin to the one used in reducing the mode volume in dielectric optical microcavities [79]. This can further lead to large spurious graphene absorption rates, as evidenced by some of the unrealistically high values reported in the literature.

The graphene-wave guide coupling strength $G$ is evaluated numerically using

$$G(\omega) \approx \frac{|E_\parallel|^2}{4v_g U}, \quad (4.4)$$

in 1D case and,

$$G(\omega) \approx \frac{1}{4v_g(\omega)U(\omega)} \int_{\text{graph}} |E_\parallel|^2 dl, \quad (4.5)$$

in 2D case. Here, $U(\omega)$ and $v_g(\omega)$ denote the bare modal energy and group velocity, respectively. $E_\parallel$ represents the electric field component parallel to the graphene sheet. It should be noted that evaluation of equation 4.4 is done at the spatial coordinate where graphene is positioned. For example, if the geometry in figure 4.20 is considered than the evaluation is done at $x = h$. 
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4.2 Results and Discussion

4.2.1 Atomic Force Microscopy Study of Graphene and Its Thickness

To prepare the ground for the upcoming discussion, focused on graphene devices in the so-called back gate configuration, in this section we examine the quality and evaluate the thickness of the exfoliated graphene (few layer graphene) samples by the AFM. In particular, false identification of graphene flakes on the SiO\textsubscript{2}/Si substrate could lead to erroneous results in the latter EFM and KPFM measurements.

Prior to the thickness evaluation of the exfoliated graphene (few layer) samples, the thickness of graphene was evaluated by measuring the inter-layer distance between adjacent graphene sheets within the highly oriented pyrolytic graphite (HOPG) in UHV conditions. Meanwhile, AFM operated in contact mode is used in this case due to its high sensitivity and superb resolution, as evidenced by measurements shown in figure 4.2. In particular, figure 4.2 shows atomically resolved raw images of the topography, normal and lateral force (existing between the tip and the sample). From panels (b) and (c) one can clearly see that the actual values of the normal and lateral force are of the order of tens of pN. Furthermore, the atomic resolution image in panel (a) demonstrates that the height measurements can be done with an accuracy below an angstrom.

Figure 4.2: Demonstration of the atomic resolution acquired by the atomic force microscope in ultra-high vacuum conditions at room temperature. (a) Topography, (b) normal force and (c) lateral force images obtained on one of the HOPG terraces. Shown are raw images, without any kind of filtering. The honeycomb lattice is distorted due to the thermal drift of the system. The Fourier maps, shown in the insets, corroborate the fact that the periodic patterns seen in the corresponding raw images do indeed originate from the periodical arrangement of the carbon atoms in the honeycomb lattice.

That being said, we proceed further with the evaluation of the height difference between the HOPG inter-layer steps which are visible in the wider area topographs such as the one shown in figure 4.3 (a). The steps of different height are easily distinguished by a well defined gray (blue color) scale contrast levels in the topo-
The height difference between the two adjacent steps was evaluated from histograms of an area containing both of the steps, as a peak-to-peak distance. This is illustrated in figure 4.3 (b). By analysing various AFM topographs, we find the step-height between two atomically thin layers within the HOPG to be 0.354 (±0.07) nm. A slightly lower value of about 0.34 nm is commonly accepted as the thickness of graphene, $d_g$, in the literature [20]. In addition, we find that the larger step-heights correspond quite well to the $N \times 0.354$ nm [see the profiles drawn in figure 4.3], where $N = 1, 2...$ and $N \times d_g$ is the thickness of N-layer graphene.

Figure 4.3: (a) Atomic force microscopy topograph of HOPG. The profiles shown within the topograph are taken along the dashed lines. (b) Histogram of an area marked by the dotted square in panel (a).

In contrast to the highly accurate UHV measurements, the ambient measurements performed in the tapping mode reveal that the thickness of thin graphite and graphene samples cannot be determined unambiguously. For example, the topography in figure 4.4(a) shows a graphene sample with an overestimated thickness of $\sim 1.2$ nm (as corroborated by the corresponding Raman measurements which will be shown and discussed later).

The difference between the substrate and graphene levels seen in topography profile in figure 4.4(c) indicates that the thickness of this sample is almost 4 times the afore measured value of 0.354 nm. Similarly, the thickness of the other few-layer graphene (up to $N = 6$ layers) samples deviates from the expected $N \times d_g$ values, as it can be seen in figure 4.5. The deviations observed when the thickness of the sample is measured with respect to the SiO$_2$ substrate (the largest being about $\sim 1.1$ nm) are larger than the deviations observed when the thickness is assessed from the overlapping regions of the sample (the largest being about $\sim 0.3$ nm), similarly as in case of the HOPG in figure 4.3(a). In fact, our results are in agreement with the more elaborate analysis provided in Ref. [80], where the authors argue that
Figure 4.4: (a) Atomic force microscopy (tapping mode) topograph and (b) phase image of the selected graphene sample. (c) Topography and (d) phase profiles taken along the white dotted lines in panels (a) and (b).

the uncertainty in the thickness measurements depends on the regime in which the tapping mode is operated.

Figure 4.5: Thickness versus number of layers. Blue square markers represent $N \times d_g = N \times 0.34$ nm, whereas pink square markers represent $N \times d_g = N \times 0.354$ nm measured by the AFM in UHV conditions. The reminder of the markers represent thickness values obtained from exfoliated samples in ambient conditions. Full markers represent thickness values estimated at the sample/substrate edges, whereas hollow markers represent thickness values estimated from the overlapping regions of the sample. Specially labeled are three samples used in the latter KPFM study.

For a reliable estimation of how many layers a particular sample has, the tapping AFM measurements have to be complemented by an additional measurement technique capable of assessing the sample’s number of layers, such as the Raman spectroscopy. There are many different ways in which one can assess the number of layers of a thin graphite sample by using Raman spectroscopy [81; 82]. However, these methods are reliable for samples having up to $N = 5-6$ layers. Nevertheless, distinguishing graphene from the thicker samples is relatively simple. Namely, the 2D band of graphene has a simple spectral shape which can be fitted by a single Lorentzian line, whereas the thicker samples have a more complicated 2D band pro-
files usually fitted by two or more Lorentzians [83]. As an example, figure 4.6 shows the Raman spectra of graphene (acquired at the sample in figure 4.4(a)) and of three-layer graphene (acquired at another sample).

Figure 4.6: Raman spectra of graphene (lower curve) and three-layer graphene (upper curve). The measured data is shown by gray markers whereas the fit is plotted with red lines. Also shown are, in different colors, three Lorentzians used for fitting the 2D peak of the upper spectrum.

Having established the way in which one can reliably distinguish graphene from few-layer graphene, we proceed further by examining the topography of samples produced by micromechanical exfoliation of graphite. Despite being unreliable for counting the number of layers, the tapping AFM turns out to be ideal for investigating topography of the potentially contaminated surfaces [84]. In fact, superb performance of AFM topography imaging was demonstrated in case of laser induced damage and periodic structures in graphene [85; 86]. Going back to figure 4.4 (a), we observe a number of relatively small topographic features distributed mainly around the flake, but also within the flake itself. These features represent fabrication residues and other contaminants gained during or after the fabrication process, as corroborated by the obvious phase contrast with respect to the substrate and graphene flake. The tapping mode phase contrast is well known for being sensitive to material properties of the investigated samples. In order to prove that the phase contrast originates for the difference in material properties and not from the sudden changes of the sample’s height we plot height and phase shift profiles in figures 4.4(c) and 4.4(d). The obvious difference between the two profiles corroborates the afore conclusion. Unfortunately, like the sample from figure 4.4 (a), majority of the exfoliated samples have residues across their surface, as it can be seen from tapping AFM topographs of various graphene/few layer graphene samples in figure 4.7.

Beside the apparent fabrication residues, in panels (b), (c) and (f) of figure 4.7, irregular height changes reminiscent of scratches are also noticeable. Such changes might occur due to inability of the feedback mechanism to appropriately regulate the height of the piezo-scanner when the tip stumbles upon pronounced topographic features. However, here this is not the case as these changes are seen within areas
without pronounced features. Similarly, phase jumps can be observed in the corresponding phase images, which are displayed in the insets. Since both the amplitude (from which the height is obtained) and the phase of the tip-cantilever oscillations depend on the dissipative tip-sample interactions [87], we suspect that these sudden changes are, in fact, due to the water or other similar adsorbates from the environment which are covering the sample’s surface. In some cases, such as those shown in panels (d) and (e), the amplitude is not disturbed by the adsorbates, whereas the phase variations are so random that the whole phase image becomes corrupt. The presence of the water layer below and on top graphene was independently confirmed by the means of spectroscopic imaging ellipsometry [88]. Hence, in contrast to the clean HOPG surface [see figure 4.3], thin graphite flakes produced by exfoliation usually have their surfaces contaminated by various adsorbates and fabrication residues, well known for the ability to modify electronic and optical properties of graphene [89].

Finally, the majority of the exfoliated samples consist of segments with different thicknesses, which are occasionally mechanically deformed/wrinkled at the edges, as witnessed by figures 4.1 and 4.7.

4.2.2 Kelvin Probe Force Microscopy Study of Graphene

4.2.2.1 Introduction to Measurements of Graphene’s Surface Potential by KPFM

As explained in Chapter 2, KPFM is used for accessing the potential of surfaces and it is, hence, an ideal technique for studying materials such as graphene [90]. In this introductory part we will define the necessary quantities and discuss the basic problems encountered by applying KPFM to study graphene. Therefore, let us start...
with a pristine graphene sample on the SiO$_2$/Si substrate. If we recall, in KPFM one needs to apply an electric field between the tip and the sample in order to assess the surface potential of the sample. In the considered case, the electric field is applied between the tip and the heavily p-doped Si support, as it is illustrated in figure 4.8.

![Figure 4.8: Kelvin probe microscopy scheme in case of graphene/SiO$_2$/Si sample.](image)

Figure 4.8: Kelvin probe microscopy scheme in case of graphene/SiO$_2$/Si sample.

Figure 4.9(a) shows an AFM topograph of the considered system. The triangle shaped object in the middle of the image represent graphene, whereas the surrounding area represents the SiO$_2$/Si substrate. The small objects residing on both graphene and the substrate are, as explained, fabrication residues. The thickness of this particular flake is overestimated, having a value of about $\sim$1.15 nm. Histogram in panel (c) is used for estimating the thickness of the flake. Following the conclusions reached in the previous discussion, we have performed Raman spectroscopy measurements which confirmed that the investigated flake indeed is graphene.

![Figure 4.9: (a) Atomic force microscopy (tapping mode) topograph of graphene on SiO$_2$ surface. (b) The corresponding contact potential difference map. (c) Height histogram obtained from the map in panel (a). (d) Contact potential histogram obtained from the map in pane (b).](image)

The corresponding KPFM map is shown in panel (b). Each pixel of this map represents the contact potential difference (CPD) measured between the tip and the
sample. Measured are: (i) the CPD between the tip and substrate’s surface, and (ii) the CPD between the tip and graphene. In case of an insulator (dielectric), such as SiO₂, one cannot define the CPD in the manner in which it is done for metals. The reasons are the ambiguous definition of the work function in an insulator and the dominant contribution of the ‘surface charges’ to the CPD [91]. On the other hand, the CPD measured between the tip and graphene can be well defined, as illustrated in figure 4.10(a). Positive CPD values observed within graphene in figure 4.9(b) imply that the work function of the tip is higher than graphene’s work function. However, we are unable to provide an appropriate explanation why the CPD within the substrate takes positive values, higher than those observed within graphene, due to the ambiguous origin of the substrate’s CPD.

![Figure 4.10: Energy diagrams showing the work functions of TiN tip, (a) intrinsic and (b) p-doped graphene. The contact potential difference is drawn for both cases from panels (a) and (b).](image)

Graphene samples are, in most of the cases, initially doped by surface charges coming from the underlying substrate [92], various adsorbates [88] and fabrication residues [89]. The initial level of doping also depends on the type of supporting substrate [93]. Here, we do observe spatial variations of the CPD within graphene [see figure 4.9(b)] which may be caused by spatial variations of graphene’s work function, thus implying unequal doping levels. Similar observations were reported by the other researchers [92]. Further examination of figure 4.9(b), reveals a bright halo originating from additional CPD variations at the flake edges. The CPD within the substrate area seems quite stable, exhibiting small spatial variations. Such behaviour is certainly unexpected given that the state of the substrate’s surface can be affected by the tip during the measurements. Here, we will neglect the CPD distribution within the samples and consider only average values extracted from histograms, such as the one shown in figure 4.9(c).

The exact information about the type and level of doping of graphene is, in fact, unnecessary for completing this study. It is important, however, to recognize that initial doping exists. Henceforth, we assume the sample is initially p-doped. Consequently, the corresponding CPD should be modified to $eV_{\text{CPD},g} = W_{\text{tip}} - W_g = W_{\text{tip}} - (W_{g,0} + \Delta E_{D,F})$, where $W_{g,0}$ represents the work function of intrinsic graphene and $E_{D,F} = E_D - E_F$. The $E_{D,F}$, therefore, accounts for the initial doping originat-
ing from the SiO$_2$ substrate below and adsorbates(residues) above the graphene [see figure 4.10(b)]. Given the fact that spatially averaged values of CPD will be investigated throughout this work, the spatially averaged $E_{D,F}$ is deemed to have a constant value within the same sample.

The average CPD values acquired at graphene and substrate areas in figure 4.9(b) are $\sim 455$ and $\sim 534$ mV, respectively. This yields a CPD difference between the two areas, or the relative CPD, calculated as $\Delta V_{\text{CPD}} = V_{\text{CPD,sub}} - V_{\text{CPD,g}}$, of about $\sim 79$ mV. Given the fact that graphene is a semimetal (with a lot of free charge carriers), such a small relative CPD indicates that graphene is unable to completely screen the electric field between the tip, representing one electrode, and the heavily p-doped Si, representing the other electrode. By conducting the same sets of experiments on other graphene samples, comprising two or more segments with different number of layers, we find that the $\Delta V_{\text{CPD}}$ increases with increasing the number of layers. The results are shown in figure 4.11.

![Figure 4.11: Relative contact potential difference of graphene and few-layer graphene assessed with respect to the substrate. The inset illustrates the work functions dependance on the number of graphene layers within thin graphite samples.](image)

Comparison of $\Delta V_{\text{CPD}}$ assessed within sample segments having different thicknesses reveals that thicker samples are better at screening the applied electric field. The reason is that thicker samples simply have more charge carriers than the thinner samples. This further implies that the work function of thin graphite decreases with increasing the sample’s thickness, as it is illustrated in the inset of figure 4.11.

4.2.2.2 KPFM of Graphene in Back-Gate Configuration

Now, after a brief introduction into topographical and electronic properties of the exfoliated samples, we apply the KPFM technique to explore graphene back-gate devices which are widely used for tuning the Fermi level in graphene. Figure 4.12 illustrates the experimental setup. The gate voltage, $V_g$, is applied between the highly p-doped Si and the gold (Au) electrode which is covering a part of graphene sample.
The Au electrode used for controlling the electric field across the graphene/SiO$_2$/Si capacitor is also used for defining the potential difference between the tip and the sample. For the reasons explained in the introductory part of this section, concerning the ambiguous origin of the substrate’s CPD, we choose the Au electrode as a reference for assessing the $\Delta V_{\text{CPD}}$. In addition, by using a referent material whose work function cannot be altered by the biased tip, one eliminates the omnipresent constant background signal, arising from the long-range electrostatic interactions between the cantilever and the Si electrode. The shift of the Fermi level in graphene is achieved by changing $V_G$.

Two types of samples are investigated, bare and isolated, as sketched in panels (a) and (b) of figure 4.12, respectively. The term 'bare' reflects the fact that graphene is exposed to ambient conditions, whereas the term 'isolated' means that graphene is protected by a 1 nm thin layer of Al$_2$O$_3$. In comparison to the samples investigated in Section 4.2.2.1, here, introduced are the Au electrode and the Al$_2$O$_3$ layer. Hence we shall start the analysis by examining their influence on graphene in the $V_G=0$ V case.

**Zero Gate Voltage Analysis.** First, the sensitivity of the tip to the graphene/electrode structure under the protective oxide layer is investigated. This is done by the EFM technique. In principle, the EFM and KPFM are quite similar, as they both exploit the electrostatic forces between the tip and the sample. However, the quantity measured in EFM is the phase shift of the cantilever-tip oscillations induced by electrostatic forces, or rather their gradient. The phase shift, $\phi$, related to the square of the difference of the DC voltage, applied to the tip, and the sample’s surface potential via equation 2.4. The phase shift, therefore, can simply be regulated by changing the $V_{\text{tip}}$. Thence, if the long range electrostatic forces are able to reach the electrode and graphene below the protective layer one should be able to observe different contrast between the two when the sign of $V_{\text{tip}}$ is changed. This is exactly what we observe. An example is shown in figure 4.13(a). The profiles in figure 4.13(b), taken along the dashed and dotted lines in the corresponding maps,
corroborate that the phase shift contrast changes. An additional set of complementary EFM measurement which are performed on the bare and isolated samples is given in Appendix A.1.

Figure 4.13: (a) Electrostatic force microscopy phase shift maps acquired by biasing the tip at +3 V (upper map) and at −3 V (lower map). The inset shows atomic force microscopy phase shift map in which there is no contrast between the Au electrode and graphene since they are both covered by the same material, Al₂O₃. (b) Profiles taken along the dotted and dashed lines in the corresponding maps.

Having proved the sample structure beneath the protective oxide layer can be probed by the EFM technique, we proceed further by analysing the KPFM results. Figure 4.14 shows two KPFM maps, one corresponding to the bare graphene [see panel (a)] and the other corresponding to the isolated graphene [see panel (b)]. The two maps are quite similar, having two easily distinguishable levels. The higher level represents the Au electrode, whereas the lower level represent graphene. The average CPD values acquired at these two samples are positive which is, as we have already noted, an indication that the tip has the highest work function. In fact, comparison of the previously reported values of the work functions of thin TiN layers (the tip is coated by thin layer of TiN), Au electrode and intrinsic graphene, which read ∼5.3 eV [94], ∼4.8 eV [95], ∼5.1 [96], are corroborative of our findings.

Figure 4.14: Contact potential difference maps, at $V_G=0$ V, for (a) bare and (b) isolated samples. The profiles below the corresponding maps are taken along the dotted lines.

Unlike the undefinable CPD in the case of SiO₂, the CPD at the Au electrode of the bare and isolated sample can be defined as $eV_{\text{CPD,Au}} = W_{\text{tip}} - (W_{\text{Au}} + \Delta W')$, where $\Delta W'$ presumably describes the contribution of the electric dipoles at Au/adsorbate interface in case of the bare sample, and the electric dipoles existing at the Au/Al₂O₃ interface in case of the isolated sample [see figure 4.15]. As a matter of fact, previous studies show that the charge state at the metal/dielectric interface has a significant role in determination of the effective work function of the metal/dielectric thin stacks.
Again, one must take care of the fact that these definitions are applicable only for the spatially averaged CPD values. Graphene’s CPD is expressed in the same manner as in Section 4.2.2.1 [see figure 4.10(b)], where, in case of the isolated sample, $E_{D,F}$, a representative of the initial state, accounts for additional doping due to the charges at the graphene/Al$_2$O$_3$ interface.

Deposition of the Au electrode clearly leads to the modification of the CPD acquired in the vicinity of graphene/electrode area. Namely, by examining profiles, which are plotted below the corresponding KPFM maps in figure 4.14, we notice that the CPD gradually drops when crossing from the electrode area to graphene area. The crossing regions are multiple times larger than the resolution of the KPFM. Given the fact that the $W_{\text{tip}}$, $W_{\text{Au}}$ and $\Delta W'$ have constant values, we conjecture that the level of doping in graphene is altered within these regions. In other words, the Au electrode modifies the position of graphene’s Fermi level in its (electrode’s) vicinity by providing an additional amount of charge carriers. The reason for which the isolated sample has longer crossing region than the bare sample remains unclear to us.

**Non Zero Gate Voltage Analysis.** We have heretofore demonstrated the ability of the KPFM technique to 'sense' the changes of the Fermi level in graphene. Therefore, in light of previous results, the changes of the Fermi level induced, now, by the gate voltage should be assessable as well. Figure 4.16 displays KPFM maps obtained for gate voltages ranging from $V_G=0$ V to 20 V, in steps of 4 V. Left side of the figure corresponds to the bare sample, whereas the right side of the figure corresponds to the isolated sample.

At first impression, the non-zero $V_G$ maps appear to be similar to the map obtained for $V_G=0$ V. The CPD profiles shown below the maps in figure 4.16, however, provide a better insight into what happens when the $V_G$ is tuned. Meanwhile, the profiles are intentionally displaced (the electrode CPD levels are equalized) in order to omit the background signal and present the data in a more lucid way. By analysing the profiles in figure 4.16, we find that the separation between graphene’s
Figure 4.16: Contact potential difference maps acquired at different gate voltages. The profiles are color coded, taken along the dotted lines in the corresponding maps, and offset for clarity.

and electrode’s CPD levels becomes larger when $V_G$ is increased. Since $V_G$ should not tamper with the electrode’s surface potential ($W_{Au}$ is constant), the apparent augmentation of the distance between the two CPD levels originates dominantly from $V_G$ induced modification of graphene’s CPD. This further implies that the work function, and, consequently, the Fermi level are changing as well. Figure 4.17 illustrates the way in which the CPD might change with $V_G$ if an initially p-doped graphene is assumed.

Figure 4.17: Energy diagrams depicting changes of the contact potential difference and, consequently, changes of graphene’s work functions, induced by the non-zero gate voltage.

Apart from modifying the relative CPD difference, the non-zero $V_G$ also affects the graphene-electrode crossing region [this region is defined in the previous paragraph and marked in figure 4.14] by making it slightly larger than in $V_G=0$ V case, as seen from profiles in figure 4.16.

In order to compare the performance of the devices from figures 4.12(a) and 4.12(b), we shall focus on the dependance of the relative CPD difference, $\Delta V_{CPD}$ on $V_G$. Figure 4.18 shows the $\Delta V_{CPD}$ versus $V_G$ for both bare and isolated samples. Plotted are two curves for each of the samples, one representing forward and the other representing backward $V_G$ sweep. We have already noted that $\Delta V_{CPD}$ increases with increasing $V_G$, a fact now clearly observed for both forward and backward
sweeps of the gate voltage. For example, in case of the bare sample, during the forward $V_G$ sweep $\Delta V_{\text{CPD}}$ increases from $\sim 35$ mV (at $V_G=0$ V) to $\sim 130$ mV (at $V_G=20$ V), whereas, in case of the isolated sample, $\Delta V_{\text{CPD}}$ increases from $\sim 110$ mV (at $V_G=0$ V) to $\sim 150$ mV (at $V_G=20$ V).

Figure 4.18: $\Delta V_{\text{CPD}}(V_G)$ versus $V_G$ for bare and isolated samples. Solid and dotted lines with markers (circles denote isolated, stars denote bare samples) correspond to forward and backward gate sweeps, as indicated by the arrows. The solid black line represents the best fit to both forward and backward curves of the isolated sample, whereas the solid gray lines show some of the fitting attempts related to the forward and backward curves of the bare samples. The vertical dashed line indicates the $V_D = 10$ V, a value extracted from the fit of the 'isolated' curves. Positive values of $V_D = $ mean that the sample is initially p-doped, as it is assumed at the beginning of this chapter.

The isolated samples experience smaller change of $\Delta V_{\text{CPD}}$ within the given $V_G$ range. For example the 'isolated' curve obtained in the forward gate sweep seems narrower that the corresponding 'bare' curve, as its $\Delta V_{\text{CPD}}$ values vary within $\sim 40$ mV, whereas the 'bare' $\Delta V_{\text{CPD}}$ values vary within $\sim 95$ mV. On the other hand, the $\Delta V_{\text{CPD}}$ curves belonging to the isolated sample are located above their 'bare' counterparts. The reasons for the outlined behaviour of the $\Delta V_{\text{CPD}}$ are found within the $\Delta V_{\text{CPD}} = V_{\text{CPD,Au}} - V_{\text{CPD,g}}$ equality. Namely, inserting the afore defined equations for the CPD of Au and graphene into $\Delta V_{\text{CPD}}$ leads to $\Delta V_{\text{CPD}} = 1/e[W_g(V_G) - W_{\text{Au}} - \Delta W']$. From figure 4.17 it follows that the work function of (initially p-doped) graphene, at $V_G \neq 0$ V, can be written as $W_g(V_G) = W_{g,\text{int}} - \Delta(V_G) = W_{g,\text{int}} - E_{D,F,\text{int}} + E_{D,F}(V_G)$, where $E_{D,F}(V_G)$ represents the absolute shift of the Fermi level achieved for $V_G$, whereas $\Delta(V_G)$ represents the relative shift of the Fermi level measured with respect to $E_{D,F,\text{int}}$. Consequently, $\Delta V_{\text{CPD}} = 1/e[W_{g,\text{int}} - E_{D,F,\text{int}} + E_{D,F}(V_G) - W_{\text{Au}} - \Delta W']$. Since $W_{\text{Au}}$, $\Delta W'$, $E_{D,F,\text{int}}$ and $W_{g,\text{int}}$ are treated as positive constants, we obtain

$$\Delta V_{\text{CPD}} = 1/e[E_{D,F}(V_G) + C], \quad (4.6)$$

where $C = W_{g,\text{int}} - E_{D,F,\text{int}} - W_{\text{Au}} - \Delta W'$. From $W_{g,\text{int}} = W_{g,0} + E_{D,F,\text{int}}$ it follows
\[ C = W_{g,0} - W_{Au} - \Delta W'. \] By acknowledging that the Dirac point (charge neutrality point, CNP) of doped graphene and its Fermi level can be matched by applying \( V_G = V_D \), we may rewrite the gate-voltage dependent term in equation 4.6 as \[ E_{D,F}(V_G) = E_D - E_F = \pm \hbar v_F \sqrt{\pi} \sqrt{\alpha} \sqrt{|V_G - V_D|}, \quad (4.7) \]

where \( \hbar \) represents the reduced Plank’s constant, \( v_F \) represents the Fermi velocity in graphene and \( \alpha \) represents a gate oxide capacitance per elementary charge (expressed in the units of \( \text{m}^{-2}\text{V}^{-1} \)) which depends on the device (Si/SiO\(_2\)/graphene capacitor) geometry. The plus(minus) sign applies when graphene is p-doped(n-doped).

Inserting equation 4.7 into equation 4.6 yields

\[ \Delta V_{CPD} = \pm C_2 \sqrt{\alpha} \sqrt{|V_G - V_D|} + C_1, \quad (4.8) \]

with \( C_2 \) being equal to \( \hbar v_F \sqrt{\pi}/e \). Evidently, \( C_1 = C/e \) in equation 4.8 determines the relative position of the curves in figure 4.18 with respect to one another. In particular, \( V_G = V_D \) yields the vertical \( \Delta V_{CPD} = C_1 \) offset value for the curves in question. Therefore, the ‘isolated’ curves have higher \( C_1 \) constant. In principle, the bare and isolated samples should have the same \( W_{Au} \) and \( W_{g,0} \), thus, leaving the \( \Delta W' \) as the main source of the difference in \( C_1 \) constant between the two samples. However, the \( W_{Au} \) is expected to depend on the thickness of Au, similarly as in other thin metal layers \[98\]. The thickness of the Au electrode is not equal for the bare and isolated samples and consequently \( W_{Au} \) contributes to the observed \( C_1 \) difference as much as \( \Delta W' \). The geometrical factor, \( \alpha \), on the other hand, defines the range in which the \( \Delta V_{CPD} \) will vary. Moreover, according to equation 4.7, this parameter quantifies the efficiency with which the applied gate voltage changes the Fermi level.

In case of an ideal parallel plate gate-capacitor from figure 4.12 \[ \alpha = \epsilon_0 \epsilon_{SiO_2} / d_{SiO_2} / e = 7.43 \times 10^{14} \text{ m}^{-2}\text{V}^{-1} \]. Here, \( \epsilon_{SiO_2} = 3.9 \) and \( d_{SiO_2} = 290 \text{ nm} \) represent the dielectric constant and the thickness of the SiO\(_2\). However, the ideal value of this parameter is often degraded by parasitic capacitances across the device \[99\]. Hence the difference in the \( \Delta V_{CPD} \) variation range between the ‘bare’ and ‘isolated’ curves. In order to determine the exact values of the afore mentioned parameters the curves in figure 4.18 are fitted using equation 4.8. Both the bare and isolated samples exhibit the same behaviour, apparently characterised by hysteresis loops. In case of isolated sample the forward and backward curves are almost identical, hence, the black solid line in figure 4.18 represents a fit for both curves. While the fitting of the ‘isolated’ curves was relatively easy, yielding \( C_1 = 134 \text{ mV}, \alpha = 2.64 \times 10^{13} \text{ m}^{-2}\text{V}^{-1} \) and \( V_D = 10 \text{ V} \), the fitting of the ‘bare’ curves was practically impossible. Namely, assuming the hysteresis like behaviour, one would expect that the forward and backward curves of the bare sample could be fitted for the same set of \( C_1 \) and \( \alpha \) parameters.
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and different values of $V_G$. However this is not the case with which we are confronted. For example, in figure 4.18 by gray lines show are curves representing some of the fitting attempts. The fitting parameters are $C_1 = 93 \text{ mV}$, $\alpha = 1.65 \times 10^{14} \text{ m}^{-2}\text{V}^{-1}$ and $V_D = 13 - 17 \text{ V}$. As none of the calculated curves, including the displayed ones, fit the measured data well, one cannot be certain of neither the CNP whereabouts nor about the validity of rest of the parameters. Since the $C_1$ and $\alpha$ should be constant within the same device, it seems as if the $V_D$ slightly changes its value at each $V_G$, thus, yielding a corrupted hysteresis loop. Unlike the isolated sample, the bare sample is exposed to the ambient conditions and therefore able to interact with the environment. The reason for this might be that the applied gate voltage is being compensated by ‘chemically’ induced shift of the Fermi level in graphene through the adsorbate (water) dipoles from the environment, which are attracted to the surface by the applied electric field. Such a scenario certainly corroborates the progressive modification of $V_D$ during the gate voltage sweeps. As a matter of fact studies similar to ours predict similar behaviour of graphene which is exposed to ambient conditions [100].

In any event, the difference between the forward and backward curves implies that the device is not working properly, as the same $V_G$ values should not induce unequal shifts of the Fermi level. Hence, the measured $\Delta V_{\text{CPD}}$ offset, or alternatively the $\delta(E_{\text{D,F}}(V_G))$, represents a quantitative measure of the quality of considered devices. Now, let us briefly discuss the influence of $\delta(E_{\text{D,F}}(V_G))$ on a hypothetical graphene-based optical device. We will consider $V_G=8 \text{ V}$ case of the bare sample from figure 4.18. At $V_G=8 \text{ V}$ we assess $\Delta V_{\text{CPD}} \sim 80 \text{ mV}$ and $\Delta V_{\text{CPD}} \sim 40 \text{ mV}$ for the forward and backward swipes, respectively. By subtracting these values we get $\Delta V_{\text{CPD,forward}} - \Delta V_{\text{CPD,backward}} = 1/e[E_{\text{D,F,forward}}(V_G) - E_{\text{D,F,backward}}(V_G)] = 40 \text{ mV}$, which further yields $\delta(E_{\text{D,F}}(V_G)) = 0.04 \text{ eV}$. Let the considered device be a waveguide in which the absorption of a guided mode, at $\hbar\omega$, is controlled by the $V_G$ (i.e. $E_{\text{F}}$) mediated change of the real part of graphene’s optical conductivity ($\sigma_R$), as shown in figure 4.19.

By applying $V_G=8 \text{ V}$ during the forward swipe we read one value of $\sigma_R$ (marked by the red circle), whereas upon returning to the same gate voltage in the backward swipe we read another value of $\sigma_R$ (marked by blue circle) at $\hbar\omega$. The offset between the two curves, measured with respect to $2E_{\text{F}}$, is in fact given by $2\delta(E_{\text{D,F}}(V_G))$, and in the considered case reads $0.08 \text{ eV}$. Having in mind that the absorption of a guided mode in graphene-waveguide coupled optical devices is proportional to the real part of the optical conductivity (a fact discussed in the subsequent section), one can clearly deduce that the $\delta(E_{\text{D,F}}(V_G))$ induced inequality of the $\sigma_R$ at chosen $\hbar\omega$ and $V_g$ transposes to absorption, thus, ultimately preventing stable operation of the considered device.
Figure 4.19: An example showing how the offset of the Fermi level which occurs in the forward and backward gate swipes affects the performance of an hypothetical graphene based optical device operated at $\hbar \omega$. The optical conductivity of graphene, represented by gray, blue and red curves is taken from Ref. [24] and displaced along the $\hbar \omega$ axis in order to simulate device’s behaviour when the $V_G$ is changed.

4.2.3 Graphene-Optical Waveguide System

The gate-controlled absorption and compatibility with standard CMOS and SOI technologies indicate that graphene has a high potential as a building block of various optoelectronic devices [22; 23; 30] including photodetectors [32], optical modulators [101; 102], polarizers [103], sensors [104] and mode-locked lasers [105]. Any of these devices can be achieved by coupling an optical waveguide with graphene. Therefore, we shall start by investigating the effect that graphene has on guided modes of an optical waveguide [106; 107].

4.2.3.1 Interaction of Graphene and Guided Modes

The interaction between the graphene and a guided mode can be described via graphene’s conductivity and a quantity, which we would henceforth call the waveguide-graphene coupling strength. For the derivation of this quantity we consider a simple slab waveguide geometry as a toy model, while it will be evident that the reasoning is straightforwardly extended onto waveguide geometries used in practice, such as the strip waveguide [101; 102] or an optical fiber [103]. A planar dielectric waveguide extending infinitely along the $y$ and $z$ directions is illustrated in the inset of figure 4.20. The thickness of the waveguide (layer 2) is $d$ while the superstrate (layer 1) and substrate (layer 3) are semi-infinite in the $x$ direction. Light waves are assumed to propagate in the $y$ direction, their propagation constant being denoted by $k_y$.

We shall consider the typical case of $\varepsilon_2 > \varepsilon_3 > \varepsilon_1$, corresponding to a waveguiding slab of permittivity $\varepsilon_2$ grown on a substrate with permittivity $\varepsilon_3$ and surrounded by air with $\varepsilon_1 = 1$. In particular, we shall consider the technologically most relevant case of a silicon-on-insulator (SOI) system where the waveguide is made of silicon...
Figure 4.20: Illustration of the planar waveguide geometry with graphene (the vertical dashed line) positioned at distance $h$ from the waveguide-superstrate interface. with a silicon-dioxide substrate. Around the telecommunication frequencies ($\lambda \approx 1.5\mu m$), the silicon and silicon-dioxide permittivities are $\varepsilon_2 = 12.25$ and $\varepsilon_3 = 2.25$.

A waveguide mode of the figure 4.20 geometry with frequency $\omega$ and propagation constant $k_y$ comprises plane-wave components in the three layers, each satisfying the following dispersion relation

$$k_n^2 = \varepsilon_n \varepsilon_0 \mu_0 \omega^2 - k_y^2,$$

where $k_n$ is the $x$-component of the wave vector $k$, and $n=1,2,3$ denotes layers of the structure. In case of a lossless waveguide, guided modes have a real propagation constant $k_y$, with $k_n$ being purely imaginary in layers 1 and 3 and purely real in the slab. The inclusion of graphene induces losses and the propagation constant becomes complex i.e. $k_y = k_y^R + i k_y^I$. Accordingly, the value of $k_n$ becomes complex in all three layers. As an example, figure 4.21 shows the dispersion curves of the two lowest TE and TM (fundamental and first order) modes calculated by the outlined numerical procedure. The thickness of the silicon ($\varepsilon_2 = 12.25$) slab was set to $d = 220$ nm while silicon-dioxide ($\varepsilon_3 = 2.25$) is assumed as the substrate. The graphene layer is placed in the center of the slab. The field distributions of a graphene-coupled waveguide are practically the same as those of the bare waveguide. The modes of the bare waveguide are not depicted: the dispersion of $k_y^R$ would practically overlap the graphene-coupled dispersions, while the $k_y^I$ components are identically equal to zero in the bare waveguide. Therefore, the effect of graphene is to introduce nonzero values of $k_y^I$ and to slightly shift $k_y^R$ (not visible in the current scale).

**Graphene-Waveguide Coupling Strength.** We now introduce a quantitative measure for the graphene-waveguide coupling strength. Starting from the graphene-coupled waveguide but replacing $\sigma(\omega)$ by an infinitesimally small conductance $\Delta \sigma$, the bare waveguide dispersion $k_y(\omega)$ of a given mode is retrieved as $\Delta \sigma \to 0$. A nonzero but very small $\Delta \sigma$, will modify the propagation constant by $\Delta k_y(\omega)$, which, to the first order, is proportional to $\Delta \sigma$. We thus define the graphene-waveguide
Figure 4.21: Calculated real $k_R^y(\omega)$ and imaginary $k_I^y(\omega)$ dispersion curves for a $d = 220$ nm thick SOI waveguide, $\varepsilon_1 = 1$, $\varepsilon_2 = 12.25$, $\varepsilon_3 = 2.25$ and assuming the theoretical $\sigma(\omega)$ calculated for $E_F = 0.4$ eV. Panels (a) and (b) show the real and imaginary parts of $k_y$ for the fundamental and the first order TE modes, while (c) and (d) depict the two lowest TM modes. The insets depict the modal field distributions at $\hbar \omega = 1.45$ eV.

coupling strength $G(\omega)$ as the derivative:

$$G(\omega) = -i \frac{d k_y(\omega)}{d \sigma},$$  \hspace{1cm} (4.10)

with the $-i$ multiplier introduced for convenience (it makes $G(\omega)$ almost entirely real, as shown below) and where $d \sigma$ can have an arbitrary phase. In case $|\sigma|$ becomes sufficiently larger than zero, so that $d k_y(\omega)/d \sigma$ evaluated at $\sigma = 0$ is significantly different from the derivative evaluated at $|\sigma| > 0$, the coupling strength should be considered as a function of both conductivity and frequency. However, this would typically require values of $|\sigma|$ larger than $30 \sigma_0$, which is much higher than the conductance of a single or few layer graphene at these frequencies. Considering that graphene practically does not change the electromagnetic fields, we may invoke the perturbation theory [108] to show that

$$\Delta k_y(\omega) \approx i \sigma(\omega) G(\omega).$$  \hspace{1cm} (4.11)

As $\sigma$ is a complex quantity i.e. $\sigma = \sigma^R + i \sigma^I$, it becomes clear that

$$\Delta k_y^R = -\sigma^I(\omega) G(\omega), \quad \Delta k_y^I = \sigma^R(\omega) G(\omega).$$  \hspace{1cm} (4.12)

Equation (4.12) indicates that, if graphene only weakly perturbs the waveguide
modes, the changes of the real and imaginary part of the propagation constant are directly determined as a product of $G(\omega)$, which is an inherent property of the bare waveguide, and the imaginary and real parts of $\sigma(\omega)$, respectively. Furthermore, separation of graphene and the waveguide provided by the perturbation method significantly simplifies numerical calculations. The obvious outcome of equation (4.12) is thus the well-known fact that a mode couples more strongly to graphene when the position of the graphene layer $h$ is set to points of the in-plane electric field maxima. However, the more important outcome of equation (4.12) is that it allows a direct comparison of coupling strengths at different frequencies and waveguide geometries, simply by comparing $G(\omega)$.

To test the validity of equation (4.12), we consider the SOI waveguide from figure 4.20. We calculate $\Delta k_y = \Delta k_y^R + i\Delta k_y^I$ by the reflection pole method (‘Exact’) and compare the results with the perturbative values (‘Perturbation method’), for two values of $E_F$. Figure 4.22 shows the comparison of $\Delta k_y^R$ and $\Delta k_y^I$ for the fundamental TE, panels (a) and (b), and TM mode, panels (c) and (d). The perturbative expression appears highly accurate for a single-layer graphene.

![Figure 4.22: Comparison of the numerically calculated (‘Exact’) and the perturbative (‘Perturbation method’) values of the graphene-induced changes of the propagation constant $\Delta k_y$, obtained for the waveguide from figure 4.20. The top row, (a) and (b), shows the real and imaginary parts of $\Delta k_y$ for the fundamental TE mode, while the bottom row, (c) and (d), shows the corresponding quantities for the TM mode.](image)

We now attempt to quantify this accuracy and establish the limits of its validity. To this end, we introduce the relative error as $\delta = |\Delta k_y^e - \Delta k_y^p|/|\Delta k_y^p|$, with ‘e’ and ‘p’ indicating the exact and perturbative value, respectively. The extent to which graphene will perturb a mode of given frequency $\omega$ is clearly determined by
how big $\sigma(\omega)$ is which, in turn, depends on $E_F$. In the range of telecommunication frequencies ($\lambda \approx 1.5\mu m$), the practically achievable [24] values of $E_F$ are such that $|\sigma(\omega)|$ is few $\sigma_0$ at most. Therefore, in figure 4.23 we investigate $\delta$ by selecting a mode of a given frequency and polarization and then calculate the variation of $\delta$ as a function of the real or imaginary part of $\sigma(\omega)$. All of the relative errors shown in figure 4.23 are below 9% up to above $M = 30$ and almost independent on whether $\sigma$ is real or imaginary. The reason that $\delta$ increases with $M$ is that the field distributions of the perturbed waveguide are gradually becoming more different than those of the bare waveguide, meaning that the assumptions made in deriving the perturbative expressions [108] gradually break down. Considering that the values of $|\sigma(\omega)|$ are expected to be $\sim 3\sigma_0 - 4\sigma_0$ at most, $M = 30$ would correspond to inserting around 10 layers of graphene into the waveguide, which is much more than the technologically relevant case of one or two layers [101; 102]. Therefore, figure 4.23 asserts that the expected worst-case accuracy of the perturbative expressions for a single graphene layer is better than 1% and that it is well-behaved even for a larger number of layers.

Analysis of Graphene-Waveguide Coupling Strength. Here we proceed further by analyzing the graphene-waveguide coupling strength for two types of waveguides: (i) the SOI slab waveguide and (ii) the, technically more relevant, SOI strip waveguide.
The $G(\omega, h)$ factor of the SOI slab waveguide is plotted as a function of the spatial coordinate $x = h$ and frequency $\hbar \omega$, for both TE (figure 4.24(a)) and TM (figure 4.24(b)) modes. Here, the $G$ is divided by the vacuum impedance $z_0 = \sqrt{\mu_0 / \varepsilon_0}$ and plotted in units of $[\text{m}^{-1}]$.

Figure 4.24: The G-factor of (a) the fundamental TE and (b) the fundamental TM mode for the SOI waveguide given in figure 4.20, plotted as a function of both the frequency $\omega$ and the position of graphene, $h = x$.

As the frequency increases, both TE and TM modes in figure 4.24 become more confined to the slab. In symmetrical waveguides, the field amplitude minima (nodes) and maxima (antinodes) have fixed positions determined by symmetry. Here, due to the substrate-superstrate asymmetry, the normalized field minima and maxima shift with $\omega$ approaching the middle of the slab with increasing $\omega$. At lower frequencies, especially near the cut-offs, these extremal points are slightly shifted towards the substrate. Thus, by positioning graphene $h = d/2$, the coupling efficiency is nearly maximized (minimized) for the TE (TM) mode for frequencies sufficiently above the cut-off.

In case of the SOI strip waveguide, we focus on waveguides operated in the true single mode (TSM) regime, defined as the regime in which exactly one mode (qTE or qTM) is allowed to propagate at the operating frequency $\hbar \omega_{\text{op}} = 0.8 \text{eV}$. The quantity denoted below by $G$ refers to the coupling strength of the appropriate mode with graphene at $\omega \approx \omega_{\text{op}}$. In contrast to TSM, the term single mode regime is used in the literature [109] for cases in which the waveguide supports either only one mode, or two modes but with orthogonal polarizations (the lowest qTE and qTM modes).

Figure 4.25 shows the grayscale (color) map of $G$ as a function of the silicon strip height $H$ and width $W$, calculated for a waveguide entirely covered by graphene (as sketched by the bottom-left inset) within a part of the $H - W$ parametric plane that belongs to the TSM regime. The later comprises two disjoint regions denoted by qTE (upper left) and qTM (lower right), representing the $H - W$ values for which the fundamental mode is qTE and qTM, respectively, while higher modes are not allowed. The qTE and qTM regions in figure 4.25 would be symmetric across the
$H = W$ curve, if it not were for the silica substrate. Since the silica refractive index ($n = 1.44$) is higher than the refractive index of air, the horizontally polarized modes are slightly redshifted relative to their vertically polarized counterparts which causes the qTM region to slightly spill over into the $W > H$ half-plane. This further implies that in the close vicinity of the $H = W$ curve in the TSM regime, the modes always belong to the qTM polarization. As the fundamental cutoff frequency increases when decreasing either $H$ or $W$, the part of the $H - W$ plane below and to the left of the TSM region corresponds to waveguides in which no mode is allowed to propagate at $\omega \approx \omega_{op}$. And vice-versa, the part of the $H - W$ plane above and to the right of the TSM grayscale (color) map, represents the waveguides supporting at least two modes at $\omega \approx \omega_{op}$.

![Figure 4.25](image_url)

Figure 4.25: Grayscale (color) map of $G$ calculated at $\lambda = 1.55 \mu m$ for the structure shown in the lower inset (graphene layer is represented by the thick dotted line). The upper inset shows the corresponding mode confinement factors $\Gamma$.

We find from figure 4.25 that the qTE modes have very efficient coupling with the graphene layer for waveguide geometries near the $H = W$ curve. In case of qTM modes, high values of $G$ are reached further away from the $H = W$ curve, increasing even further for heights beyond the range shown in figure 4.25. For any given $H$, there is a single value of $W$ for which $G$ reaches a maximum. The dotted and dashed lines in figure 4.25 connect these maxima. The existence of such extremal points within the TSM regime is a direct proof that the graphene-waveguide coupling
strength cannot simply be expressed in terms of the mode confinement factor $\Gamma$. Since the graphene layer covers the outer boundaries of the waveguide, at first it might appear that modes which are less confined will have a higher $G$. However, this is not what is seen in figure 4.25, which shows that $G$ actually decreases to zero at the boundaries between TSM and the cut-off regime.

### 4.2.3.2 Application of Graphene-Waveguide System in Electro-Optical Modulators

There are two strategies in designing graphene-based optical modulators. In the more popular EAMs, graphene is used for tuning the absorption of the wave as it propagates along the waveguide\[101;\ 102\]. The efficiency of such a modulator is, therefore, determined from the graphene-induced variation of $\Delta k_y$. Alternatively, in ERMs \[110\] graphene is used to induce a phase shift meaning that the efficiency of ERMs is determined by the magnitude of $\Delta k_y^R$. In view of equation (4.12), we find that in both cases, the efficiency of the modulation is proportional to the $G(\omega)$ factor.

**Electro-Absorptive Graphene Based Optical Modulators.** In EAMs, the electrically induced change in the absorption coefficient is used in order to modulate light. Actually, by changing the absorption coefficient the modal propagation length $L_e = 1/k_y^I$ is changed. Obviously, the size of $L$ should be at least several times larger than $L_e$ of the mode propagating in the ‘off’ state of the waveguide. Figure 4.26(a) shows a schematics of a EAM based on the waveguide coupled with graphene.

The shift of the Fermi level in graphene enables switching between the intra- and inter-band transitions and allows the tuning of the absorption coefficient $\alpha = 2\Delta k_y^I$. The dotted and dash-dotted lines in figure 4.26(b) show the real and the imaginary part of the optical conductivity obtained from the Ref. [24] data by displacing both $\sigma^R(\omega)$ and $\sigma^I(\omega)$ so that $2E_F$ falls to 0.8 eV.

The points 1 and 2 (1’ and 2’) shown in figure 4.26(b) illustrate how the values of the real part of the conductivity should be chosen in order to achieve a desirable difference between absorption coefficients. The 1 and 1’ points correspond to $\sigma^R$ closest to $2E_F$, for which the absorption coefficient has the lowest value. Similarly, the 2 and 2’ points correspond to $\sigma^R$ closest to $2E_F$, for which the absorption coefficient has the highest value. Clearly, points 1’ and 2’ are moved further away from $2E_F$ than those of the calculated conductivity, since the slope of the experimental curve is wider than that of the calculated one.

The modulation is achieved by shifting the Fermi level in graphene so that the points 1 (1’) and 2 (2’) alternately match the operating frequency. Figure 4.26(c) shows the transmission coefficient versus the position of the Fermi level in graphene.
Figure 4.26: (a) Schematics of a graphene-based EAM. (b) The experimental (dotted and dash-dotted lines) and theoretical (full and dashed lines) $\sigma(\omega)$ spectra. The vertical lines show the position of 1, 1’, 2 and 2’ points used to explain the operational principle. (c) The waveguide transmittance in [dB/µm] as a function of $E F$. The definition of IL, MD and $\Delta E_F$ is illustrated for the dotted curve.

The modulator is operated using the fundamental TE mode at $\hbar \omega = 0.8$ eV. The dashed line corresponds to the transmission coefficient of a modulator calculated for the theoretical $\sigma(\omega)$. In contrast, the dotted curve shows the transmission coefficient calculated with the experimental $\sigma(\omega)$. A comparison of the two curves, which are obtained for the same $G$ and for two different conductivities (dashed and dotted lines in figure 4.26(c)), shows how the conductivity affects the overall optical performance of EAMs. In the idealized case, we have IL $\approx 0.005$ dB/µm and MD $\approx 0.274$ dB/µm. In the more realistic case, corresponding to the experimental dataset, IL $\approx 0.082$ dB/µm and MD $\approx 0.196$ dB/µm. Both the MD and IL are proportional to the coupling strength, $G$. Therefore, by optimizing the waveguide geometry one could optimize the performance of an EAM, but to a certain extent. In particular, by analyzing the transmission coefficients for various geometrical parameters and geometries, we find that the modulation depth to insertion loss ratio is, in fact, entirely independent on the waveguide geometry and given by

$$\frac{\text{MD}}{\text{IL}} = \frac{1 - p}{p},$$

(4.13)

where $p$ represents the residual conductance at frequencies slightly below the interband threshold frequency. $p$ is expressed in the units of universal optical conductance of graphene, $\sigma_0$. Consequently, apart from the coupling strength $G$, the optical con-
ductivity of graphene has an equally important role in graphene based EAMs, as $p$ sets the lower bound on the insertion loss.

**Electro-Refractive Graphene Based Optical Modulators.** ERMs are commonly constructed using Mach-Zehnder interferometers [110]. Two waveguides, which are also called the arms, have different real parts of the modal index and this induces a phase lag between the two propagating waves. At the output of the device, where the waveguides are coupled, the waves can interfere constructively or destructively. Figure 4.27(a) shows a sketch of a Mach-Zehnder modulator based on waveguides coupled with graphene. The waveguides forming the arms are assumed to be the same.

![Graphene-based Electro-Refractive Modulator](image)

**Figure 4.27:** (a) Schematics of a graphene-based ERM. (b) Explanation of the ERM working principle using the experimental (dotted and dash-dotted lines) and theoretical (full and dashed lines) $\sigma(\omega)$ spectra. The vertical lines show the position of 1, 1’, 2 and 2’ points used to explain the operational principle. (c) Transmission coefficient versus $E_F$. The definition of IL, MD and $\Delta E_F$ is illustrated for the dash-dotted curve.

At a given operating frequency, the waves passing through the two arms will interfere constructively or destructively if their relative phase difference, $\Delta \phi$, is $2m\pi$ or $(1 + 2m)\pi$, respectively, where $m$ is an integer. Assuming the length of both arms is set to $L$, $\Delta \phi = (k_{y,1} - k_{y,2})L$, where $k_{y,1}$ and $k_{y,2}$ are the real parts of the
propagation constant in the two arms. Using equation (4.12), we have
\[
\Delta \phi = (\sigma^I_1 - \sigma^I_2) GL = \Delta \sigma^I GL.
\] (4.14)

Having a higher difference of \(\sigma^I\) in the two arms, obviously allows the construction of a shorter modulator. Also, by optimizing the parameters of the waveguide, i.e. by increasing \(G\), the \(L\) can be reduced even more. The real part of the conductivity is also important since it determines the absorption of the modes in arms. The absorption should be approximately equal in both arms, in order to allow for a destructive interference (the ‘off’ state). In the design of an ERM, two characteristic lengths should be considered. The first is the modal propagation length \(L_e\), which is given by \(L_e = 1/(\sigma R G)\). The second important length is the length required to achieve a phase shift of \(\Delta \phi = \pi\) between the two arms. Using equation (4.14), \(L_{\pi}\) it is given by
\[
L_{\pi} = \frac{\pi}{\Delta \sigma^I G}.
\] (4.15)

The \(L_e > L_{\pi}\) condition ensures that the waves are not considerably absorbed before they interfere. This condition is fulfilled if \(\Delta \sigma^I > \pi \sigma^R\). Thus, the values of \(\sigma^I\) and \(\sigma^R\) should be chosen in the region below \(2E_F\), as it is shown in figure 4.27(b) by points 1, 2, 1’ and 2’. Dotted and dash-dotted lines represent \(\sigma^R\) and \(\sigma^I\) of the experimental dataset, respectively, while the full and dashed lines are the calculated values at \(E_F = 0.4\) eV.

The modulation of the light is achieved by changing \(E_F\) in one of the arms, while it is kept fixed in the other (reference) arm. Here, \(E_F\) in the reference arm is denoted by \(E_F^{(1)}\) and adjusted to provide matching between the position of point 1(1’) and the mode’s operational frequency. When the Fermi level in the other arm, denoted as \(E_F^{(2)}\) is at the same value as \(E_F^{(1)}\), the waves interfere constructively at the output. In contrast, when the \(E_F^{(2)}\) is shifted so the position of point 2(2’) matches the operational frequency, the waves interfere destructively at the output.

Figure 4.27(c) shows the transmission coefficient versus the position of the Fermi level in graphene in arm 2. The modulator is operating using the fundamental TE mode at \(\hbar \omega = 0.8\) eV. The dashed and dotted curves correspond to the theoretical \(\sigma(\omega)\) calculated for two different values of the Fermi energy in the reference arm, \(E_F^{(1)} = 0.405\) eV and \(E_F^{(1)} = 0.435\) eV with corresponding \(L_{\pi} = 20\) \(\mu m\) and \(L_{\pi} = 63\) \(\mu m\), respectively. The dashed-dotted curve is obtained using the experimental dataset with \(E_F^{(1)} = 0.43\) eV and the corresponding \(L_{\pi} = 40\) \(\mu m\). For the mentioned \(L_{\pi}\) values, the \(L_e > L_{\pi}\) condition is fulfilled.

Since the absorption is held the same in both arms and the length of the arms is chosen to be \(L = L_{\pi}\), the transmission coefficient is equal to \(-\infty\) dB when the waves interfere destructively. Graphs in figure 4.27(c) are shown starting from
\( T_r = -25 \text{ dB} \). Accordingly, the modulation depth is \( \text{MD} = \infty \text{ dB} \). If the absorption is not the same in the two arms, or if the \( \pi \) phase shift cannot be achieved for a reasonable \( L_\pi \), the MD would have a finite value. On the other hand, IL is determined by the real part of \( \sigma \) and has finite values and is smaller when the theoretical \( \sigma(\omega) \) is used. The difference between the modulator properties calculated with theoretical and experimental \( \sigma(\omega) \) is mainly manifested as a difference in IL and \( \Delta E_F \). It is also seen that the minimal modulator length for theoretical \( \sigma(\omega) \) is around two times shorter than the one estimated with the experimental dataset.

### 4.3 Conclusion

To conclude, in the first part of this chapter graphene and graphene back-gate devices were studied by the AFM and KPFM techniques. From the AFM study, a conclusion that the thickness of graphene and, consequently, few layer graphene cannot be unambiguously determined by utilizing the tapping AFM in ambient conditions is reached. More importantly, we have found that the micromechanical exfoliation yields imperfect graphene/few-layer graphene samples usually covered by various adsorbates and fabrication residues. The spatial variations of the CPD within graphene, ascribed to the spatial variations of the doping levels, further revealed that these adsorbates and residues in conjunction with the substrates surface disturb the state of the intrinsic graphene. However, these seemingly small CPD variations were neglected and the remainder of the study was done by considering spatially averaged CPD values. Consequently, the influence of the substrate, adsorbates and residues on graphene was taken into account through an initial Fermi level shift unique across the entire graphene. In addition, we have demonstrated inability of graphene to completely screen the electric filed applied between the Si electrode and the KPFM tip.

In the KPFM based investigation of graphene back-gate devices, we have shown that the Au electrode used for electrical gating additionally modifies the doping state of graphene in the vicinity of the contact area. The region in which this occurs is seen to be slightly affected by the applied gate voltage. Perhaps most importantly, by comparison of the device exposed to ambient conditions and the device isolated by a thin layer of protective oxide, we have shown the superior performance of the isolated device when the gate voltage is applied, as quantified by negligible Fermi level offsets. While the Fermi level within the isolated device changes according to \( \sim \sqrt{|V_g|} \) dependance, the \( V_G \) induced \( E_F \) shifts in case of the non-isolated device are found to be strongly influenced by the adsorbates supplied to graphene from the environment. In addition, we have demonstrated how these erratic shifts of the Fermi level can, possibly, deteriorate operation of an hypothetical graphene-
waveguide based device.

From another perspective, we have shown that both EFM and KPFM are able of accessing graphene below an insulator. Such way of imaging was previously demonstrated on carbon nanotubes embedded in an insulator matrix \cite{111}.

In the second part of this chapter we have investigated graphene-waveguide coupled systems and their application in electro-optical modulators. Using the planar waveguide toy model with realistic material parameters, we have demonstrated that graphene induces a slight change in the modes propagation constant, by modifying its real part and by introducing a non-zero imaginary part. More importantly, we have shown that the graphene-induced change of the propagation constant is given by the product of a factor characterizing the graphene-waveguide coupling strength (G) and the optical conductivity of graphene. This method has been shown to possess an excellent accuracy with relative errors of around 1% for the practically relevant cases. By analysing the graphene-waveguide coupling strength for the SOI slab and strip waveguides, we have shown that the maximal coupling efficiency is achieved by positioning graphene at locations where the electric field, or rather its component parallel to the graphene’s plane, has maximal value.

Finally, we have discussed how graphene-waveguide coupled system can be utilized for realization of electro-absorptive and electro-refractive optical modulators. Considering that graphene’s optical conductivity can vary significantly depending on the graphene fabrication procedure and environment, we have simultaneously investigated the predictions of the theoretical and experimental dataset. As expected, the theoretical dataset has been found to predict a considerably better modulator performance. We have also shown that, in case of electro-absorptive optical modulators, the ratio of the modulation depth to insertion losses, which is a commonly used figure of merit for electro-optical modulators, does not depend on the waveguide geometry and graphene coverage at all but that it is exclusively a function of the residual conductivity of graphene.
Monolayers of semiconducting transition metal dichalcogenides (TMDs), such as molybdenum disulfide, exhibit encouraging light-emitting and nonlinear optical properties at visible frequencies. Consequently TMDs have a high potential for use in future ultracompact active and nonlinear optical devices [32], provided an efficient light coupling mechanism is arranged. A possible approach to enhance the light-matter interaction in TMDs is the use of noble metal nanostructures [26] which can confine light to extremely small volumes via the excitation of localized surface plasmons.

In this chapter, we use Raman and photoluminescence (PL) spectroscopy to investigate the influence of the spherical citrate capped nanoparticle (NP) clusters, on light emitted from single- and few-layer MoS$_2$.

5.1 Materials and Methods

5.1.1 Sample Fabrication and Experimental methods

The nanoparticles are synthesized by wet chemistry using two different methods described in Refs. [112; 113]. In both methods, the reduction of silver nitrate (AgNO$_3$) precursor, by either sodium borohydride (NaBH$_4$) or ethylene-glycol (C$_2$H$_6$O$_2$) is the basis for obtaining silver seeds from which the nanoparticles are grown. The stability of the nanoparticles and their tendency toward clustering is usually controlled by introducing stabilizing reagents. These reagents bind to the specific facets of the growing crystals and, therefore, to a certain extent, influence the final shape of the nanoparticles [114]. For achieving the desired nanoparticle shape equally important are the reducing agents and the growth parameters (such as the temperature at which these reactions are maintained) [114; 115]. The procedure described in Ref. [112], where sodium-citrate is used as stabilizing reagent yields colloidal dispersion of citrate anion-coated nearly spherical nanoparticles, whereas the procedure described in Ref. [113] yields colloidal dispersion of Poly(vinyl pyrrolidone)-coated
cubical nanoparticles. Examples of spherical and cubical nanoparticles used in this research are shown in figure 5.1. Prior to the scanning electron microscope imaging, the nanoparticles were deposited, from their colloidal dispersions, onto the surface of highly-oriented-pyrolytic-graphite. The average diameter of spherical nanoparticles is about 25 nm, whilst the average size of cubical nanoparticles is around 40 nm. Silver nanoparticles are used because silver has small losses at the 532 nm (the wavelength of the incident laser).

Thin layers of MoS$_2$ were prepared by micromechanical exfoliation of the MoS$_2$ crystals. This procedure has already been utilized for fabrication of graphene flakes in Chapter 4. Briefly, thin layers of MoS$_2$ exfoliated by a sticky tape are transferred on the clean surface of either 90 nm or 300 nm thick SiO$_2$ which is supported by a thick (bulk) Si crystal. Some of the prepared MoS$_2$ flakes on the SiO$_2$/Si substrates are displayed in figure 5.2. The contrast between the thin MoS$_2$ layers and the substrate is enhanced due to the underlying substrate which acts as a Fabri-Perot resonator for the incident (visible) light, similarly as in the case of graphene [see Chapter 4].

The MoS$_2$ monolayer absorbs around 5-10% of the incident (visible) light is almost 2-5 times more than the amount of visible light graphene can absorb. Therefore, MoS$_2$ monolayers have better contrast with respect to the substrate and are more easily observed under the optical microscope than the graphene samples.
After preparation of the MoS$_2$/SiO$_2$/Si substrates the afore prepared nanoparticles are deposited from their colloid dispersions using the drop-cast method. Even though being the easiest way to deposit any kind of colloids on any kind of surface, the drop-cast method does not offer any kind of control in the final positions and the arrangement of nanoparticles at the target surface.

The experiments are performed using commercial NTegra Spectra system from NT-MDT, which allows confocal Raman spectroscopy and atomic force microscopy to be done simultaneously. In this way one is able to acquire spatially resolved chemical information of the sample along with its surface topography at the same place. The AFM is operated in tapping mode in order to minimize the lateral force between the tip and the sample induced by lateral movements of the tip across the sample. Large values of the lateral force, comparable to those occurring in the contact mode, are certain to result in unwanted movements of the nanoparticles, or their clusters, which are not bounded to the substrate. The cantilever-tip system is oscillated at the characteristic first order resonance which is usually in the 90-230 kHz range. For Raman spectroscopy, a linearly polarized semiconductor laser operating at a wavelength of 532 nm was used. The absorbed laser power was varied from 2 to 0.2 mW within the 1 x 1 µm sized focus, depending on the sensitivity of the sample.

5.1.2 Numerical Methods

To numerically solve the classical Maxwell equations we have used the finite element method implemented within the Comsol Multiphysics software package [45]. We consider clusters of spherical and cubical Ag NPs on a substrate under plane wave illumination. The silver dielectric constant is taken from Rakic et al. [116]. The substrate is assumed to be semi-infinite and isotropic with a dielectric constant of 2.25, which roughly corresponds to the dielectric constants of both mica and SiO$_2$ at visible frequencies. The surrounding medium is vacuum and its dielectric constant is 1. For purposes of efficient meshing, the spherical NPs are assumed to lie 1 nm above the substrate, whereas the cubical NPs lie directly on the substrate surface. The clusters are formed in the plane which is parallel to the substrate by allowing the NPs to have random position but under the following conditions: (i) the minimal allowed distance between adjacent NPs is $d=1.2$ nm, (ii) every NP must be at 1.2 nm distance form at least one neighbouring nanoparticle. By imposing the afore conditions we were able to achieve various cluster geometries and mimic the lack of control over the clusters morphology in the experiment.

The absorption, scattering and extinction cross sections are calculated as a function of the excitation wavelength, $\lambda$, utilizing general expressions provided
in Ref. [117]. The local electric field enhancement is quantified by the factor
\[ f(\lambda) = \frac{|E(\lambda)|^2}{|E_0(\lambda_{inc})|^2}. \]
Here, \( \lambda_{inc} \), \( |E| \), \( |E_0| \) are the incident laser wavelength, the total scattered field and the incident field amplitudes, respectively. The average intensity enhancement is further estimated by integrating the intensity enhancement over the NP cluster surface which is followed by normalization of the obtained result to the surface area of the NP cluster.

5.2 Results and discussions

5.2.1 Topographic and Optical Properties of Pristine MoS\(_2\)

The MoS\(_2\) samples produced by micro-mechanical exfoliation are not perfect. Rarely is one able to isolate a large sample of a specific thickness. As shown in figure 5.2, majority of the samples consist of segments with different thicknesses. Evaluating the thickness and number of layers of a specific MoS\(_2\) sample is necessary since the optical properties of MoS\(_2\), which we want to study, depend on number of layers. Apart from quick identification and qualitative description of the exfoliated thin MoS\(_2\), optical microscopy can be used for determination of the number of layers (i.e. the thickness) of the considered samples [118; 119]. This approach, however, is indirect and requires an appropriate optical model from which the thickness can be extracted. Alternatively, one can use a more direct method, the atomic force microscope, to measure the thickness and determine the number of layers while having a benefit of additional topographical information on a micro- and nano-scale, not attainable by an optical microscope.

Panel (a) in figure 5.3 shows an atomic force microscopy topograph of the selected MoS\(_2\) flake. The flake is split into fragments consisting of segments with different thicknesses. The variation of thickness is seen as the variation of the color in the topograph. Areas having the brightest color are very high (around 50 nm) and are presumably either residues left during the fabrication process or mechanically deformed/wrinkled parts of the MoS\(_2\) flake which are also a consequence of the fabrication process. Smaller localized features distributed within each MoS\(_2\) fragment are presumably either residues or mechanical deformations, as well. Panel (b) in figure 5.3 shows the corresponding phase map. The apparent phase contrast between the MoS\(_2\) and the substrate is due to the variations of the surface properties (such as elasticity and adhesion) to which the phase is sensitive. In panel (c) plotted are topography and phase profiles taken along the lines in panels (a) and (b) which are crossing the edge between the triangle shaped MoS\(_2\) fragment and the substrate. Comparison of these profiles confirms that the afore noted phase contrast is, indeed, due to the differences in the surface properties and not due to the
variation of the height across the edges. The absence of the phase contrast within the individual fragments, on the other hand, indicates that the samples with different thickness have similar surface properties. A closer look at the topography and phase profiles in panel (d), which are taken along the edge of the triangle shaped fragment as indicated by long solid lines in panels (a) and (b), corroborates that the phase does not follow the topography profile, and that it does not experience any change when the thickness of the fragment changes. The localized areas, having the darkest color in the phase map, are measurement artifacts induced by abrupt, large changes of the phase (the amplitude also changes abruptly) occurring when the tip stumbles upon pronounced topographic features. Finally, the local variations in height initially identified as either residues or mechanical deformations cannot be differentiated from the surrounding MoS$_2$ in the phase map. Therefore, they are either mechanical deformations of MoS$_2$ or residues covered by the MoS$_2$. In fact, we find that the majority of the samples produced by exfoliation have the same characteristics as the sample shown in panel (a).

Figure 5.3: (a) Atomic force microscopy topograph of the MoS$_2$ sample. The areas marked by black and red dotted borders represent the fragments and the segments of the sample. (b) The corresponding phase image. (c) Topography and phase profiles taken along short (solid, dashed, dash-dotted) lines in panels (a) and (b), which are crossing the edge between the sample and the substrate. (d) Topography and phase profiles along the long solid lines in panels (a) and (b), which are stretched along the sample edge through the segments with different thicknesses.

Having examined the topography and surface properties of the exfoliated MoS$_2$ samples we proceed further by evaluating their thickness and number of layers. This will be done on the example of the triangle shaped MoS$_2$ fragment, as before.
It is commonly considered that monolayer of MoS\textsubscript{2} has thickness of 0.65 nm, a value which corresponds to the inter-layer spacing between the MoS\textsubscript{2} sheets in the bulk crystal [120]. Therefore, N number of layers would be N×0.65 nm thick. By measuring the height difference between the upper (MoS\textsubscript{2}) and lower (substrate) levels of the topography profiles in upper part of panel (c), for example, we assess the following thicknesses: 0.86 nm, 1.71 nm and 2.3 nm. The first one is the closest to the thickness of the mono-layer, the second one is in-between the values corresponding to the thicknesses of both bi- and three-layer MoS\textsubscript{2}, and the third one is the closest to the thickness of the four-layer MoS\textsubscript{2}. Additional thickness evaluation across the considered MoS\textsubscript{2} fragment is done by comparing the levels of the topography profile in the upper part of panel (d). Here, height differences of 0.68 nm between the lowest and the middle level and of 0.7 nm between the middle and the highest level, more or less, coincide with the inter-layer spacing of 0.65 nm. Therefore the triangle shaped fragment shown in panel (a) consists of a mono-layer, bi-layer and three-layer MoS\textsubscript{2} segments. The overestimation of the MoS\textsubscript{2} segments height, when measured with respect to the substrate, is a consequence of using high tapping amplitude set points required to minimize the forces acting on the sample, and to avoid inflicting damage to the MoS\textsubscript{2}. Similar observations were previously reported in the case of graphene [80], which is in comparison to MoS\textsubscript{2} more robust and mechanically stronger.

The atomic force microscopy measurements are commonly complemented by Raman spectroscopy measurements [121; 122; 123]. Here, apart from being used as a support to the atomic force measurements (for definite estimation of the number of layers), Raman spectroscopy setup is also used as a tool for characterisation of the photoluminescent (PL) properties of the thin MoS\textsubscript{2} samples.

In figures 5.4 (a) and 5.4 (b) the atomic force microscopy topograph and the corresponding total PL/Raman maps are shown. The color in panel (b) quantifies the average light intensity in the 530 nm - 790 nm spectral window. Each pixel in this map, therefore, represents a sum of the light intensity in the afore defined spectral window divided by the number of the wavelengths at which the signal is acquired. The segments having different number of layers exhibit different average intensities. In particular, comparisons of the topography and average intensity profiles taken: (i) across the sample and the substrate, and (ii) along the edge of the MoS\textsubscript{2} sample [see the cut lines in panels (a) and (b), and the profiles in panels (c) and (d)] demonstrate that thinner segments are more efficient light emitters than the thicker ones in spite of the reduced amount of material.

The spectrum acquired at the thinnest segment of the considered MoS\textsubscript{2} fragment is plotted in figure 5.5 (a). The total observed emission / scattering signal has the following components: (i) MoS\textsubscript{2} Raman (Stokes) scattering component, (ii) Si Raman (Stokes) scattering component and (iii) MoS\textsubscript{2} PL. The Rayleigh and
Figure 5.4: (a) Atomic force microscopy topograph of the MoS$_2$ sample. (b) The corresponding average PL/Raman intensity image. (c) Topography and average intensity profiles along the long solid lines in panels (a) and (b), which are stretched along the sample edge through the segments with different thicknesses. (c) Topography and average intensity profiles taken along short (solid, dashed, dash-dotted) lines in panels (a) and (b), which are crossing the edge between the sample and the substrate.

the Anti-Stokes scattering components below $\sim$535 nm, or below $\sim$100 cm$^{-1}$, are suppressed by an edge filter in order to protect the CCD photo-detector. The MoS$_2$ Stokes signal is found in the $\sim$543-544 nm range (380-420 cm$^{-1}$ range), whereas the Si Raman (Stokes) signal lies in the $\sim$544-565 nm range (420-1100 cm$^{-1}$ range). The narrow Si bands are left out from the upcoming discussion since their existence does not affect, in any way, the optical response of the MoS$_2$. Due to the spectral resolution of 1 nm (corresponding wave-number resolution is $\sim$35.3 cm$^{-1}$), the MoS$_2$ bands are not well resolved in figure 5.5(a). In figure 5.5(b), however, one can observe two characteristic bands assigned to the E$_{12g}$ and A$_{1g}$ phonon modes. The spectra plotted in figure 5.5(b) are acquired at the mono-, bi- and three-layer segments as indicated by spots in the corresponding inset. The square markers represent the measured data, while the solid lines represent the fit to the measured data. Two Lorentzian functions are used for fitting and, as it can be seen, they match the measured data quite well. The distance between the bands, $\delta$, is a good indicator of how many layers the sample has. In particular, thinner flakes have the two bands closer to each other than thicker ones. The distance between the two peaks (bands) is measured using the Lorentzian fit parameters. The three values, $\delta$=18.69 cm$^{-1}$,
\( \delta = 21.6 \text{ cm}^{-1} \) and \( \delta = 23.3 \text{ cm}^{-1} \) correspond to mono-, bi-, and three-layer MoS\(_2\) [121; 124], respectively. Therefore the estimation of the number of layers based on the Raman band analysis concurs with the one based on the measurements by the atomic force microscope. Compared to the narrow Stokes components the PL is very spectrally wide and it spreads across the entire spectral window. The contrast seen in the map in figure 5.4 (b) is, therefore, dominantly determined by the MoS\(_2\) PL.

Figure 5.5: (a) The total PL/Raman spectrum. (b) MoS\(_2\) Raman (Stokes) bands acquired at mono-, bi- and three-layer segments. Square markers represent measured data, whereas solid lines represent a fit. The inset shows the positions where the spectra is acquired. The color of the markers in the inset corresponds to the color of the Raman spectra. (c) MoS\(_2\) photoluminescence taken at the same positions as the Raman spectra in panel (b). The inset illustrates how the topmost valence and lowermost conduction bands of MoS\(_2\) change when the number of layers is changed (included are mono-, bi-, four-layer samples and bulk crystal). This inset is taken from Ref. [125] and slightly modified.

Figure 5.5(c) displays the PL part of the entire spectrum which is acquired at the mono-, bi- and three-layer segments. The PL exhibits two peaks, corresponding to direct excitonic transitions at the Brillouin zone K and K’ points of MoS\(_2\). These excitations are usually denoted as A and B excitons. The energy difference of the two resonances is due to the spin-orbital splitting of the valence band. The circle markers represent the measured data, whereas the solid lines represent fit to the measured data. The A and B excitons are fitted by two Lorentzians. In comparison with the Raman band intensity dependance on the number of layers, the PL has an opposite trend with increasing the number of layers: thinner segments have larger PL. This quite peculiar behaviour is a direct consequence of the MoS\(_2\) electronic
structure, which is also dependent on the number of layers as explained in Ref. [125]. Namely, in going from the bulk to the mono-layer the MoS$_2$ transitions from indirect semiconductor (with a valence band maximum at the Brillouin zone Γ point) to a direct semiconductor (with a valence band maximum and conduction band minimum at the the Brillouin zone K point). In particular, the indirect gap becomes larger as the thickness of the sample is reduced until the mono-layer is reached. In case of the mono-layer the indirect gap exceeds the gap at the K point resulting in a drastic improvement of the PL quantum efficiency. The inset in figure 5.5(c), adopted and modified form Ref. [125], shows conduction and valence bands for the bulk, four-, two- and mono-layer MoS$_2$ and illustrates how the lowermost conduction and the uppermost valence bands of MoS$_2$ change during the transition from an indirect to a direct semiconductor. The dominant contribution to the total PL has the A excitonic transition, since the intensity of the A peak is stronger and more sensitive to the MoS$_2$ thickness than the B peak [see the intensity maps in figures 5.6(a) and 5.7(a)].

Further analysis of the plots in figure 5.5(c) suggests that the position and the spectral width of the exciton resonances also depends on the number of layers. A more comprehensive picture on the matter can be inferred from the maps in figures 5.6 and 5.7 [see panels (b) and (c)] which show positions and spectral widths of A and B peaks at every pixel across the considered MoS$_2$ sample.

Figure 5.6: Spatially resolved (a) intensity, (b) spectral position and (c) spectral width of the A peak. (d),(e),(f) Corresponding histograms.
in these maps are not interpolated. The pixel values are, in fact, parameters extracted from the best fit to the measured data. The black pixels represent either the background (substrate) which has no PL or the parameter values from the lower end of the colorbars, which are located below their corresponding maps.
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Figure 5.7: Spatially resolved (a) intensity, (b) spectral position and (c) spectral width of the B peak. (d),(e),(f) Corresponding histograms.

By analyzing maps in figures 5.6 and 5.7, we do not observe clear dependence of neither the position nor the spectral width of A and B peaks on the MoS$_2$ thickness. For example, the A and B peaks within the mono-layer segment seem to be redshifted in comparison to those within the bi-layer segment, whereas the positions of the two peaks in the three-layer segment change within two different areas, one with the relevant values closer to those of the bi-layer and the other with values closer to those of a mono-layer. Also, the position of the A peak in figure 5.6(b) differs even between the monolayer fragments. Similar conclusions can be reached in case of the spectral width for the A peak, with a note that the B peak changes its spectral width erratically across the entire sample. The other samples investigated in this work exhibit similar behaviour [see Appendix B.2] characterised by either random change of the relevant parameters or by having ‘areas’ within which these parameters do not vary more than a couple of nanometers. Although the initial assumption of thickness dependent position and spectral width of A and B peaks might not be wrong, it is more likely that the parameter variations observed in our samples are induced by contaminants, mechanical deformations or even by the interaction of the sample with the substrate. This observation strongly concurs
with the afore conclusions based on the AFM analysis. As in the case of graphene, optical properties of a few atoms thick MoS$_2$ are expected to be sensitive even to small perturbations. Fortunately, the intensity of the A and B exciton PL always follows the established thickness dependance, i.e. the thinnest samples have the strongest PL, regardless of small external perturbations.

Below each of the maps in figures 5.6 and 5.7 shown are the corresponding histograms. The intensity histograms are clearly indicative of different intensity areas as they have a couple of distinct peaks corresponding to these areas. The position and spectral width histograms, on the other hand, have a central peak with more or less pronounced shoulders and are, therefore, corroborative of the complex spatial variation of these parameters. Nevertheless, in case of the pristine, thin, exfoliated MoS$_2$ samples we can expect to find the A peak anywhere in the range between 668-678 nm, and the B peak in the 615-627 nm range with an average width of around 35 nm and 60 nm, respectively.

### 5.2.2 Influence of Sliver Nanoparticles on The Optical Properties of Thin MoS$_2$

Having established the connection between the excitons PL intensity and the MoS$_2$ thickness, and the spectral range within which the excitons PL varies, we proceed further by investigating samples functionalized by metallic nanoparticles. As already noted, spherical and cubical silver nanoparticles are used.

In figure 5.8 shown are are the total averaged PL/Raman intensity maps acquired at MoS$_2$ before and after addition of spherical citrate-capped silver NPs. The maps are obtained under same experimental conditions. The insets display corresponding optical microscopy images. Comparison of the two maps in panels (a) and (b) reveals a clear difference between the two samples: the functionalized sample has localised, very bright areas at which the collected light signal is greatly enhanced with respect to the surroundings [see the profiles in figure 5.8(c)]. These bright, localised areas correspond to the dark dots observed in the inset of figure 5.8(b), and are commonly referred to as the 'hotspots' in the literature. The dark dots are, in fact, the nanoparticle clusters within which the hotspots are formed. We find that only larger clusters, having the lateral size of around a couple of hundreds of nm (or more), exhibit significant signal enhancements.

Figure 5.9(a) shows a wider area of the MoS$_2$ sample in figure 5.8(b). Here, however, the values between the adjacent pixels are not interpolated. Below the map, in panel (b) of the same figure, shown are PL/Raman spectra acquired within hotspots of different intensity. Each spectrum in figure 5.9(b) has a number assigned to it, representing a pixel in figure 5.9(a) at which the spectrum is acquired. The
circle markers are the measured data while the solid lines represent the same data but smoothed by means of Savitzky-Golay method. The seemingly sharp spectral features in 535-650 nm region originate from the citrate anion vibrational modes (the Stokes signal) boosted by means of surface-enhanced Raman scattering (SERS). This becomes evident after comparison of the spectrum obtained at the hotspot on the SiO$_2$/Si substrate [see curve 5 in figure 5.9(b)] and the one obtained at the hotspot on the MoS$_2$ sample [see curve 5 in figure 5.9(b)]. As in case of the MoS$_2$ vibrational bands, due to the 1 nm resolution, the citrate anion SERS bands can not be resolved appropriately. A more detailed analysis of these bands and the SERS effect are presented in Chapter 6. The MoS$_2$ Raman bands and the B peak are masked by the citrate anion Raman signatures, as the SERS enhancement seems to be the strongest among all the signals in the 535-650 nm region. On the other hand, the A peak is easily distinguished in 650-700 nm region [see curves 1, 2 and 3 in figure 5.9(b)], except in case of high intensity hotspots when it becomes masked by the wide background originating from the NP clusters [see curve 4 in figure 5.9(b)]. The reminder of the MoS$_2$ sample, i.e. the areas which are not covered by NP clusters, show no significant modification of the luminescence properties when compared to those observed initially, before deposition of the NPs. The A and B peaks can be clearly distinguished at these areas, and their position and spectral width vary within the afore assessed spectral range.

At first glance, the PL/Raman spectra in figure 5.9(b) looks as if all of the constituent signals are simply added together to form the total PL/Raman signal. In
order to investigate whether or not the MoS$_2$ PL is enhanced/modified, we performed a tedious analysis of the hotspots within numerous samples. Due to the interference of citrate anion SERS bands, the enhancement / modification of the B peak is left out of the analysis and only the A peak will be further investigated. In the initial step an area around the selected hotspot is chosen. The area includes a few additional pixels around the hotspot at which the acquired luminescence signal is unperturbed by the NPs. The additional pixel having the lowest A exciton luminescence and the spectral position closest to 673 nm (which is a value in the middle of 668-678 nm range) is chosen as the referent one. The change in the spectral position of the A peak and its enhancement within the hotspot are evaluated with respect to the A peak acquired at the referent pixel. The change in the spectral position of the A peak is defined as $\Delta \lambda = \lambda_{\text{hotspot}} - \lambda_{\text{ref}}$, where $\lambda_{\text{hotspot}}$ and $\lambda_{\text{ref}}$ represent wavelengths of the A peak at the hotspot and at the referent pixel, respectively [see figure 5.10]. The enhancement, $F$, is defined as the relative intensity ratio of the enhanced and reference A peak [see figure 5.10]. Relative intensity is the intensity evaluated with
respect to the lowest background value. The hotspots located on the border between two MoS$_2$ segments of different thickness are omitted from the analysis since it is practically impossible to determine the border between the two segments within the hotspots. Finally, the analysis is done for both smoothed and fitted data, where the fitting is realized by three Lorentzians, two acting as the NP background and the B peak, and the other acting as the A peak [see figure 5.10]. The SERS features do not tamper with the total background since they originate from completely different (nonlinear) scattering process. Therefore, the SERS bands, which are much more spectrally narrower than both the NPs background and the B peak, are simply added to the total signal. Furthermore, they are not relevant for the luminescence enhancement mechanism and are, consequently, excluded from the fitting procedure. It should be noted, however, that strong NPs background signal is usually, but not exclusively, followed by strong SERS signal.

![Figure 5.10: Illustration of how $\Delta\lambda$ and $F$ are evaluated using both smoothed and fitted data.](image)

Panels (a) and (b) in figure 5.11 show the spatial variation of the $\Delta\lambda$ and $F$ within the area marked in figure 5.9 by a larger white square. In particular, results shown in panel (a) are based on processing smoothed curves while panel (b) shows results obtained from the fitted curves. Below the $\Delta\lambda$ and $F$ maps, in each panel, shown are spectra collected at pixels bordered by the white square (it represents the actual hotspot area) in the corresponding maps (in figure 5.9 these pixels are bordered by a white square located within the larger white square). The spectra acquired at the bordered pixels are drawn using the light gray markers. The red curve going through these markers is either a smoothed curve [see panel (a)] or a fitted curve [see panel (b)]. The reference spectrum and its smoothed/fitted curves are plotted using dark gray markers and yellow solid lines, respectively.

The $\Delta\lambda$ maps in figure 5.11 show that the NPs do not affect the position of the A peak more than the existence of mechanical deformations, residues or the interaction with the substrate, since the NPs induced A peak’s position variations fall in the afore assessed 668-678 nm spectral range. This conclusion holds for the other hotspots at the other MoS$_2$ segments within the same sample, as well as for
Figure 5.11: (a) The $\Delta \lambda$ and $F$ maps of the area bordered by the white squares in figure 5.9(a). These maps are derived from the smoothed/filtered data as illustrated in the left panel in figure 5.10. Below the maps shown are the spectra (light gray markers) acquired at pixels which are bordered by the white square in the related $\Delta \lambda$ and $F$ maps. Additionally, with each of the mentioned spectra plotted is the reference spectrum (dark gray markers). Red/yellow solid lines represent the smoothed/filtered data. (b) The $\Delta \lambda$ and $F$ maps of the same area, but derived from the fitted data as illustrated in the left panel in figure 5.10. Below the maps shown are the spectra (light gray markers) acquired at pixels which are bordered by the white square in the related $\Delta \lambda$ and $F$ maps. Additionally, with each of the mentioned spectra plotted is the reference spectrum (dark gray markers). Red/yellow solid lines represent fits.

On the other hand, the enhancement map if figure 5.11(a) reveals maximal A peak enhancement of about 1.2. However, analysis based on the smoothed data neglects the existence of the NPs background which is ought to mix with the excitons luminescence. Upon inclusion of the background, in the manner explained earlier and illustrated in figure 5.10, maximal A peak enhancement of 1.08 is achievable as it can be seen from the enhancement map in figure 5.11(b). The pixel at which the maximal enhancement observed is located within the hotspot (the area bordered by the white square in the related map), but not at pixels which exhibit the highest intensity. At these pixels, the dominant contribution to the total signal have the NPs background and the SERS signals. When strong enough the NPs background signal masks the A exciton PL, as documented by enhancement values smaller than 1. In some cases, as it can be seen in the Appendix B.2 and later in figure 5.12(b), the NPs background can be so strong that the fitting procedure becomes corrupted and, therefore, not reliable.
Additionally, MoS$_2$ samples functionalized by cubical PVP-capped silver NPs behave similarly as the samples having spherical NPs on their surface: the B excitonic peak is masked by the SERS features, while the A excitonic peak is visible when the hotspots are not so intensive [see figures 5.12(a) and 5.12(b)]. In this case, however, sharp spectral features in 535-650 nm region [see the spectra in figure 5.12(b)] originate from the SERS enhanced PVP vibrational modes. In addition, the hotspots within clusters formed of cubical NPs exhibit a few times stronger intensity than hotspots within clusters formed of spherical nanoparticles.

![Figure 5.12](image)

Figure 5.12: a) PL/Raman map of functionalized MoS$_2$. The functionalization is done by deposition of PVP capped cubical nanoparticles on the surface of the MoS$_2$. The white squares mark the hotspot and the area around it used in figure 5.13. (b) PL/Raman spectra acquired at the numbered pixels. Circle markers represent the measured data, while solid lines represent the Savitzky–Golay filtered data.

Examination of the individual hotspots leads to conclusions similar to those reached in case of spherical nanoparticles. Figure 5.13 shows that the position of the A peak does not change significantly upon introduction of the cubical NPs. The enhancement achievable by cubical NPs does not exceed factor of 1.4, which is a value slightly higher than the one attainable with spherical NPs.

In order to explain the fairly weak enhancement observed in the experiment a simple, qualitative model is employed. As explained earlier, this model describes NP clusters on a non-absorbing substrate. In particular, the NP clusters consisting of either eight spherical or eight cubical NPs will be investigated. The diameter of spherical NPs is set to $2a=25$ nm in order to match the average diameter assessed from SEM images. The nano-cubes have the size of about $a=40$ nm, corresponding to the average value extracted also from SEM images. The distance between the spherical NPs in the cluster is set to $d=1.2$ nm, see figure 5.14(a). In case of the nano-cubes, $d$ is defined as the distance between the outer surface of the spheres in
Figure 5.13: (a) The $\Delta \lambda$ and $F$ maps of the area bordered by the white squares in figure 5.12(a). These maps are derived from the smoothed/filtered data as illustrated in the left panel in figure 5.10. Below the maps shown are the spectra (light gray markers) acquired at pixels which are bordered by the white square in the related $\Delta \lambda$ and $F$ maps. Additionally, with each of the mentioned spectra plotted is the reference spectrum (dark gray markers). Red/yellow solid lines represent the smoothed/filtered data. (b) The $\Delta \lambda$ and $F$ maps of the same area, but derived from the fitted data as illustrated in the left panel in figure 5.10. Below the maps shown are the spectra (light gray markers) acquired at pixels which are bordered by the white square in the related $\Delta \lambda$ and $F$ maps. Additionally, with each of the mentioned spectra plotted is the reference spectrum (dark gray markers). Red/yellow solid lines represent fits.

which the nano-cubes are inscribed, see figure 5.14(b). Defining the $d$ in this way enables the in-plane rotation of individual nano-cubes, as it prevents crossing of the nano-cube edges. This additional degree of freedom renders the simulations more realistic as the orientation of the cubes on the substrate is also random.

Figure 5.14 shows the extinction cross section (dotted lines) and the average intensity enhancement (solid lines) of two NP clusters, one consisting of spherical NPs and the other consisting of cubical NPs. The incident electric field is polarized in the plane of the page, as drawn in figure 5.14. The two clusters have the same topology, as it can be seen from the sketches in figure 5.14. The peaks observed in the extinction cross section correspond to the clusters LSP modes. The position of these peaks, as well as the overall shape of the extinction curves, depends on the topology of the cluster and on the number of the NPs within the cluster [see the Appendix B.2]. The average intensity enhancement peaks are located in the
vicinity of the LSP modes. Therefore the strongest enhancement is to be found close to or at the LSP resonances. Below the extinction cross section/enhancement curves in both panels in figure 5.14 displayed are the total electric field distributions calculated at the resonant and non resonant wavelengths. The electric fields at the LSP resonances are obviously stronger than the electric fields calculated for the non-resonant case. In any case, the electric fields are strongly localized in small volumes in between closely spaced NPs regardless of their shape. It is within these volumes where the maximal enhancement is expected. However, the electric fields are also distributed over the entire cluster surface and in its vicinity.

Figure 5.14: The average intensity enhancement (solid red lines) and the extinction cross section (dotted black lines), \( \sigma_{\text{ext}} \), of (a) a cluster consisting of eight spherical nanoparticles and (b) of a cluster consisting of eight cubical nanoparticles. The clusters’ topology is illustrated in the upper part of the respective panels. The incident field is polarized in the plane of the page. \( \lambda_{\text{inc}} = 532 \) nm.

The fact that the NP clusters lie on top of the MoS\(_2\) sample renders the fraction of the electric field closest to the MoS\(_2\) sample as the main contributor to the enhancement of the MoS\(_2\) excitons’ PL. Figures 5.15(a.i) and 5.15(b.i) show the integrals of the intensity enhancement over different parts of the clusters surface. These parts are marked by S1 and S2, and textured by gray (orange and red) color in the corresponding illustrations of the clusters. S1 represents the nano-gap areas, whereas the S2 represents the cluster surface parts which are in touch with or in the vicinity of the substrate surface. Both the total electric field (solid lines) and
its normal component (dotted lines) are included in the analysis. Obviously, the smallest contribution to the total intensity enhancement has the S2 surface area, whereas, as expected, the dominant contribution comes from the S1 surface area. By analysing figures 5.15(a.iii) and 5.15(b.iii), in which the ratio of the integrals over the defined surface parts (S1, S2) and the total cluster surface is plotted, we find that the intensity enhancement originating from the S2 surface area has a contribution of around 10-20% (depending on the nanoparticles shape) to the total intensity enhancement, in the whole spectral range. That being said, the small MoS$_2$ PL enhancement and strong SERS signal (from either citrate anions or PVP) observed in the experiments is certainly due to the way the electric field is distributed within the cluster. A more complete interpretation, however, is more complex given the specific properties of the MoS$_2$ excitons. Namely, the MoS$_2$ is a two dimensional system in which all kind of excitations are contained within its plane. Specifically, the considered A and B excitons are acting as the in-plane electric dipoles emitting radiation out of the MoS$_2$ plane [126]. Consequently, the MoS$_2$ responds only to the incident electric fields parallel to its plane. Therefore, the orientation of the NP clusters’ electric fields with respect to the MoS$_2$ sample has a more crucial role in the enhancement of the MoS$_2$ PL than the actual field intensity.

Upon separation of the total electric field into components, normal and tangential to the cluster surface, it becomes clear that the enhancement of the MoS$_2$ PL is completely governed by the tangential field component. By comparing the dotted and solid curves of the same color in figures 5.15(a.i) and 5.15(b.i), or rather by examining their ratio in figures 5.15(a.iv) and 5.15(b.iv), one can conjecture that the normal field component has the dominant contribution to the average intensity enhancement. The contribution of the normal filed component to the intensity enhancement is more significant in case of the spherical NPs, as it reaches more than 90% at longer wavelengths. This is corroborated by the electric field vector plots in figure 5.15(a.ii). Therefore, the small fraction of the intensity enhancement over the S2 surface area with an even smaller contribution of the tangential field component leads to the small enhancement [1-1.2, see the Appendix B.2] of the PL A peak. Similar conclusion can be reached for the nano-cubes [see figures 5.15(a.ii) and 5.15(a.iv)]. In this case, however, the fraction of intensity enhancement over the S2 surface area, as well as the contribution of the tangential field component to it, is slightly higher than the one observed in case of spherical NPs. Hence, the nano-cube clusters yield a slightly higher enhancement of the A peak (1-1.55) in the experiment than the nano-sphere clusters.

Obviously, the nanoclusters are not efficient for neither modification nor enhancement of the MoS$_2$ PL due to two important facts: (i) the electric fields are the strongest within the nano-gaps and (ii) the tangential filed components are very
Figure 5.15: (a.i), (b.i) Wavelength dependent integrals of the intensity enhancement, $f$ and $f_n$, taken over the entire cluster surface and its parts, S1 and S2. S1 and S2 are clearly marked in the sketches of the related clusters. $f$ stands for the intensity enhancement calculated using the total field, while $f_n$ stands for the intensity enhancement calculated using just the normal component of the total field. $\lambda_{inc} = 532$ nm. (a.ii), (b.ii) Total electric field vector (black arrows) and its normal (red arrows) and tangential (gray arrows) components. Two nanoparticles are picked from the cluster (the other particles exist but are hidden), as it is illustrated in the corresponding sketches for better visibility of the fields. Two wavelengths are analysed, one representing the resonant and the other representing the non-resonant case. (a.iii), (b.iii) ratio of the integral of $f$ taken over the S1(S2) surface and the entire cluster surface. (a.iv), (b.iv) ratio of the $f_n$ and $f$ integrals which are taken over S1, S2, and the entire cluster surface.

small in comparison with their normal counterparts. Moreover, change of the cluster topology or its size does not improve the PL enhancement factor significantly, as seen from the experiments, even though such changes are ought to redshift the LPS resonances thus improving the average SERS enhancement at longer wavelengths. This is simply corroborated by the afore presented wavelength dependent analysis of the intensity enhancement. In fact, the NP clusters are more efficient for SERS studies of analytes located exactly in the nano-gaps [see Chapter 6].
Having in mind that the nano-gaps represent the regions of interest, one can utilize geometries shown in figure 5.16 or structures suggested in the literature [127] in order to improve the PL enhancement. As it can be seen in figures 5.15(a.ii) and 5.15(b.ii), the total electric field within the nano-gaps is mainly normal to the surface of the NPs (i.e. the enhancement is dominated by the normal field component). This can be inferred from figures 5.15(a.i), 5.15(a.iv), 5.15(b.i) and 5.15(a.iv) as well. Therefore, a significant enhancement improvement can be achieved by exploiting the projection of the enormous gap fields on the MoS$_2$ [see figure 5.16(a)], which is pinched under an angle between two closely spaced NPs. The configurations shown in figure 5.16 are experimentally achievable. The fabrication of such systems would involve the following steps: (i) deposition of single NPs on an arbitrary surface, (ii) transfer/exfoliation of the MoS$_2$ over the NPs, (iii) second deposition of the NPs over the MoS$_2$, (iv) repositioning of the secondary particles by the AFM. Additionally, the unwanted SERS signal can be easily removed by using an excitation at a shorter wavelength.

5.3 Conclusion

To summarize, in the first part of this study we have investigated pristine MoS$_2$ samples by combination of AFM, Raman spectroscopy and PL spectroscopy. Similarly, as in case of graphene we have found that both AFM and Raman spectroscopy techniques are necessary for the unambiguous determination of the MoS$_2$ number of layers. Further analysis of the AFM topographs has shown that MoS$_2$ samples are not perfect. These imperfections, which are presumably a consequence of the fabrication procedure, lead to the uncontrolled variations of both the spectral position and spectral width of excitonic A and B PL peaks.

In the second part of this study we have investigated MoS$_2$ samples covered by metallic nano-particle clusters. By analysing the PL of functionalized MoS$_2$ samples, we have not observed significant PL modifications. In fact, the spatial variations of the position and spectral width of the PL peaks are kept within the initial variation
range upon introduction of the spherical and cubical NP clusters. Moreover, the NP clusters turned out to be rather inefficient ‘enhancers’ of the MoS$_2$ PL, with the enhancement factors in 1-1.55 range. In principal, the size and shape of the clusters have no significant effect on the PL enhancement factors, as evidenced by slightly values observed in case of clustered cubes than in case of clustered spheres. The additional analysis based on rigorous numerical simulations of plane wave scattering on NP clusters has shown that the distribution and the orientation of the clusters’ electric fields with respect to the MoS$_2$ are key factors which determine the coupling efficiency. The largest electric field values are observed within the nano-gaps between the NPs in a cluster, and the field becomes weaker as one approaches the bottom part of the cluster which is facing the MoS$_2$, thus, reducing the intensity enhancement. However, we have found that even more important factor is, in fact, the orientation of the NPs electric field with respect to the MoS$_2$ plane, since only the electric fields parallel to the MoS$_2$ surface are capable of enhancing the MoS$_2$ PL. Our simulations show that in middle-sized clusters, composed of either nano-spheres or nano-cubes, the total electric field has large normal and weak tangential components at and in the vicinity of the clusters’ surface, thus, ultimately leading to small PL enhancement factors. In addition, we have proposed an alternative way for improving the enhancement factors, based on exploiting intensive fields within the NPs nano-gaps.
Chapter 6 Application of surface plasmons and highly localised electromagnetic fields in SERS study of metal-dye complexes

Dye coated metallic NPs exhibit interesting optical properties provided by the interaction between the metal core and dye shell. Depending on the interaction mechanism between the two, the optical properties of dye molecules and NPs can be changed separately or jointly within the adsorbate-NP complex [128]. For example, NP plasmonic frequencies can be changed due the presence of adsorbate or dye fluorescence can be quenched/enhanced by the influence of the NP [129; 130]. Ultimately, under special conditions, these complexes can exhibit unique characteristics different than those of either isolated dye molecules or NPs. Owing to the variety of mechanisms by which dyes can interact with metallic NPs, dye-NP complexes can lead to applications ranging from nanoscale sensing [131] to advanced composite materials for novel active and nonlinear optical devices [132]. A necessary condition for the two constituents to interact is that the dye molecules must be very close to the surface of the NPs, or ideally adsorbed on it. Therefore, the adsorption process plays one of the key roles in these systems.

In view of the significance of the dye-to-NP adsorption mechanism, in this chapter the mechanism of TC dye adsorption on the surface of Ag NP clusters with citrate ion stabilization is investigated by the SERS technique.

6.1 Materials and Methods

6.1.1 Sample Fabrication and Experimental Methods

Colloids were prepared by reduction of AgNO$_3$ using a procedure described in Ref. [112], which yields nearly spherical citrate capped Ag NP. Scanning electron micrograph in figure 6.1(a) provides the insight on the overall shape and the size of the NPs and how they arrange upon deposition on HOPG. The NPs have a broad size distribution, with diameters ranging from few nm to a hundred nm (the average diameter is around 10 nm), and tend to form clusters of various sizes when drop-cast on the HOPG substrate. For our study we use highly concentrated colloid...
dispersion of Ag NPs, \( n_{Ag}=16 \) nM which certainly promotes formation of larger NP clusters upon deposition on a substrate. Clustered NPs are essential since they yield high, distinctive SERS signals as it will be shown latter. Plotted in figure 6.1 (b) are the absorbance spectra of two colloid dispersions having 0.2\( n_{Ag}=3 \) nM (black dashed curve) and \( n_{Ag}=16 \) nM (black solid curve) of NPs. The colloid dispersion with lower concentration exhibits an absorbance centered at the wavelength which corresponds to the dipolar surface plasmon resonance of a spherical NP with 10 nm diameter. \cite{112, 133}. The absorbance of the colloid dispersion with \( n_{Ag}=16 \) nM of NPs has a different shape due to the fact that the concentration of the NPs is extremely high. The absorbance broadening, in both cases can be explained in terms of the radiative losses as well as in terms of the broad distribution of size and shape of the NPs.

Figure 6.1: (a) Scanning electron micrograph of silver NPs drop-cast on the surface of HOPG. The inset shows an individual NP cluster. (b) Absorbances of: (i) the colloid disperstions having 3 nM (dashed black curve) and 16 nM (solid black curve) of NP, (ii) the TC dye solutions having 5 \( \mu \)M (dashed orange curve) and 25 \( \mu \)M (solid orange curve) of TC, (iii) the TC dye-NP mixtures having the same concentration of the NPs of 16 nM and different concentrations of the TC dye: 5 \( \mu \)M (dashed red curve) and 25 \( \mu \)M (solid red curve). (c) The \( Na_3 \) citrate molecule, sketch of an isolated silver NP surrounded by citrate ions and the TC dye molecule.

Thiacyanine dye (5,5' - disulfopropyl-3,3'-dichloro-thiacyanine sodium salt, TC) was purchased from Hayashibara Biochemical Laboratories, Okayama, Japan. Sketch of a TC dye molecule is shown in figure 6.1(c). Aqueous TC stock solution with \( n_{TC}=50 \) \( \mu \)M of TC and 1 mM of KCl was prepared by dissolving the solid TC in water and adding KCl afterwards. Water purified with a Millipore Milli-Q water system was used in all cases. The absorbance curves with 0.1\( n_{TC}=5 \) \( \mu \)M
(dashed orange curve) and $0.5n_{TC}=25 \mu M$ (solid orange curve) of TC, displayed in figure 6.1(b), show two characteristic peaks, one at 428 nm and the other at 409 nm, belonging to the dye monomers and dimers, respectively [134]. Increasing the concentration of either TC or KCl, or both above a certain value would result in a TC molecular stacking, known as the J-aggregation, recognizable by appearance of a new peak at 464 nm in the absorbance [112].

The colloid and the TC dye solutions are mixed so that the afore chosen concentrations of the two ingredients are kept in the final solution. Figure 6.1(b) shows the absorbance spectra of two solutions with different concentrations of the TC dye: (i) $0.1n_{TC}=5 \mu M$ (dashed orange curve) and (ii) $0.5n_{TC}=25 \mu M$ (solid orange curve), and the same concentration of the NP: $n_{Ag}=15$ nM. Apart from being reminiscent of the absorbance curve belonging to the highly concentrated colloid dispersion, the $0.5n_{TC}$ curve has a peak around 480 nm indicating that the TC dye molecules, or rather their J-aggregates, are adsorbed on the surface of the NPs [112; 134]. On the other hand, the absence of the 480 nm feature in the $0.1n_{TC}$ curve suggests that there are no J-aggregates adsorbed on the surface of the NPs.

The final solution, is left overnight and afterwards drop-cast on a freshly cleaved mica surface. Mica has an atomically flat, hydrophilic surface on which the NPs are easily deposited, and a well known Raman spectra. In addition to mica, we use HOPG and SiO$_2$ surfaces which are hydrophobic and, therefore, allow formation of large, closely spaced NP clusters as well as more efficient aggregation of the TC dye on their surface. In particular, HOPG is used for Raman characterisation of concentrated TC dye, since the dye efficiently aggregates on its surface. The SiO$_2$ is used for the control study of NPs having dye/borate anions conformed to their surface, since the large closely spaced NP clusters are required for fast Raman/SERS characterisation of the initially unstable borate-capped NPs.

Characterisation of the NPs in the colloid solutions is done by means of spectrophotometry. Absorption spectra of colloidal solutions were measured by Perkin Elmer UV Vis spectrophotometer using the quartz cuvette with 1 cm path length. The assessment of the NPs shape and size is done by analysing SEM measurements which were performed on TESCAN Mira 3 microscope.

Finally, the main experiments are performed in the ambient conditions at room temperature by combining the AFM and Raman techniques. These techniques are done simultaneously thus providing spatially resolved chemical information of the sample along with its surface topography at the same place. In this way one is able to identify and assert the size of the SERS active TC dye coated nanoparticle clusters while obtaining the chemical identity of the analyte adsorbed on the surface of nanoparticles. For Raman spectroscopy and SERS measurements a linearly polarized semiconductor laser operating at a wavelength of 532 nm is used. The ex-
6.1.2 Numerical Methods

To numerically solve the classical Maxwell equations we have used the finite element method implemented within the Comsol Multiphysics software package [45]. We analyse clusters of Ag NPs having a diameter of 10 nm on a substrate under plane wave illumination. The silver dielectric constant is taken from Rakic et al. [116]. The substrate is assumed to be semi-infinite and isotropic with a dielectric constant of 2.25, which roughly corresponds to the dielectric constants of both mica and SiO$_2$ at visible frequencies. The surrounding medium is vacuum and its dielectric constant is 1. For purposes of efficient meshing, the NPs are assumed to lie 1 nm above the substrate. The clusters are formed in the plane which is parallel to the substrate by allowing the NPs to have random position but under the following conditions: (i) the minimal allowed distance between adjacent NPs is $d=0.8$ nm, (ii) every NP must be at 0.8 nm distance form at least one neighbouring nanoparticle. By imposing the afore conditions we were able to achieve various cluster geometries and mimic the lack of control over the clusters morphology in the experiment.

The absorption, scattering and extinction cross sections are calculated as a function of the excitation wavelength, $\lambda$, utilizing general expressions provided in Ref. [117]. The intensity enhancement and the enhancement of the Raman signal are assessed using $f(\lambda) = |E(\lambda)|^2/|E_0(\lambda)|^2$ and $F(\lambda_{inc}, \lambda) = f(\lambda_{inc}) \times f(\lambda)$ [135], respectively. Here, $\lambda_{inc}$, $|E|$, $|E_0|$ are the incident laser wavelength, the total scattered field and the incident field amplitudes, respectively. The average Raman enhancement is further estimated by integration of the Raman enhancement over the NP cluster surface which is followed by normalization of the obtained result to the surface area of the NP cluster.

6.2 Results and discussion

6.2.1 Raman spectroscopy of TC dye, mica and Si

Figure 6.2 shows Raman spectra of the dye powder, highly concentrated dye solution which is drop-cast on freshly cleaved HOPG. Three distinct frequency regions, I, II and III, containing the TC dye Raman bands are highlighted by gray (yellow) markers. Dividing the entire spectral region into parts, hereinafter, allows for a more systematic comparison of the TC dye Raman spectra with the other relevant Raman spectra.

The TC powder and the drop-cast TC dye have very similar Raman signatures, with a few subtle diversities. Namely, in region I at around 600 cm$^{-1}$ the TC powder
has three Raman bands whereas the drop-cast concentrated TC dye has two. On the other hand, the Raman bands of the concentrated dye are Comparison of the Raman bands located between 1400 cm\(^{-1}\) and 1500 cm\(^{-1}\) in region III reveals yet another mismatch. Lastly, the two dye variants have a different background under the same excitation wavelength - this suggest that the TC dye powder may have a slightly different molecular stacking than the drop-cast one [136].

Nevertheless, the Raman spectra of the two TC dye variants can be easily distinguished from the Raman spectra belonging to either mica or SiO\(_2\)/Si, whereas the HOPG has only one strong band, located in region III around 1577 cm\(^{-1}\), overlapping a relevant dye mode. In case of the highly concentrated TC dye the overlapping of the two bands does not represent an issue, since the formed dye layers are large and thick enough to diminish the contribution of the HOPG band. Oppositely, in the case of the SERS measurements the strong HOPG band can be easily mistaken for the dye band when the dye spectra is weakly enhanced. The Raman spectra of the SiO\(_2\)/Si substrate has two characteristic Si Raman bands in the considered spectral region. However only one, at 523 cm\(^{-1}\), is visible under the measurement conditions (532 nm laser with power density of 200 µW/µm\(^2\)) which are used for the SERS measurements. The visible Si band does not overlap any of the relevant dye bands.

### 6.2.2 Surface enhanced Raman spectroscopy of pristine Ag nanoparticles

Figure 6.3 (a) shows an AFM topograph of the pristine Ag NP clusters on mica surface. The corresponding Raman map is shown in figure 6.3 (b). The intensity of every pixel in the Raman map is obtained by dividing the sum of Raman intensities
across the entire spectral range (100 - 2000 cm\(^{-1}\)) with the number of spectral points. The colorbar in panel (b) is, thus, in counts. Bright areas in figure 6.3(b) represent the regions of enhanced signal, i.e. the 'hotspots'. These regions are located within the clusters consisting of a large number of NP (with diameters in the 10-50 nm range), as it can be seen by comparing the Raman map with the AFM topography image. In fact, we find that the hot spots are dominantly formed within larger clusters, such as those in figure 6.3(a), regardless of the substrate which is used (mica or HOPG).

![AFM topograph of pristine Ag NP clusters which are drop-cast of mica. (b) Corresponding Raman map. (c), (d) Typical SERS spectra acquired within two hot spots in panel (b). The spectra were measured consecutively with 40 s time step. The excitation laser wavelength is 532 nm.](image)

Figures 6.3(d) and 6.3(e) show consecutively acquired spectra with 40 s time step at two hot spots from figure 6.3(b) using 532 nm laser with power density of \(\approx 200 \mu\text{W}/\mu\text{m}^2\). As it can be noted, the spectra in panel (c) and (d) seem to be similar, but can not be quantitatively compared. Ironically, beside the wide background which spreads over the entire spectral range, the other common property: pronounced band blinking in the 1000 cm\(^{-1}\)-1800 cm\(^{-1}\) range (orange region), hinders any kind of quantitative analysis. However, the NP clusters have citrate anions conformed to their surface. Therefore, we assume that the blinking spectra is in fact the SERS signal from the citrate anion mantle, whereas the wide background exists due to the luminescence of the NP clusters.

In order to examine the origin of the hotspots and to assess the signal enhance-
ment, we will analyse a cluster consisting of 20 Ag NPs which is shown in figure 6.4 (a). NPs which are at 0.8 nm distance from their nearest neighbours are connected by a solid (red) lines. The extinction cross-section of the NP cluster in panel (a) is plotted in figure 6.4 (b), as a function of the incident wavelength. For the considered cluster, the scattering cross-section is negligible with respect to the absorption cross-section and therefore the extinction cross-section is approximately equal to the absorption cross-section. The two peaks observed at 365 nm and 435 nm, are the cluster’s surface plasmon resonances (SPRs). At these resonances the electric field is highly localized in the nanogaps between the closest NPs, a fact, inter alia, shown previously [137; 138].

Figure 6.4: (a) Sketch of the geometry of the cluster. Spheres at a minimal distance of 0.8 nm from each other are connected by (red) lines. The electric field vector lies in the paper plane, and oriented with respect to the cluster as shown. Normal incidence is assumed. (b) Extinction spectra of the cluster in panel (a) as a function of the wavelength. The inset shows the electric field distribution at 532 nm. (c) Integrals of the intensity enhancement over the entire cluster surface (solid black line) and over the areas of the highly localized field (dashed red line) plotted as the function of the wavelength. The areas of the highly localized field are shaded (colored by red) in the inset. (d) Wavelength dependance of the intensity enhancement integrals of the total field (solid black line) and it’s normal component (dashed red line) which are taken over the entire cluster surface.

On the other hand, the inset in figure 6.4 (a) clearly shows that the electric field remains highly localized in the nanogaps between the closest NPs even for excitation at 532 nm (the wavelength of the laser used in the experiments). In fact, we find this to be the case for all the other wavelengths away from the SPRs. Comparison of the intensity enhancements [see Sec. 6.1.2] integrated over the entire cluster surface and over the areas of highly localized electric field [see figure 6.4 (c) and it’s inset], re-
reveals that the majority of the enhancement originates exactly from these areas, even for non-resonant excitations. Furthermore, the relevant contribution to the intensity enhancement has the electric field component normal to the cluster surface, as illustrated in figure 6.4 (d). Therefore, the scattered Raman signal would be significantly enhanced when the analyte is located in the nanogaps between closely spaced NPs within a cluster, and consequently these nanogaps represent the hotspots.

For an excitation having a wavelength lower or around the cluster SPRs a large values of the Raman enhancement, on the order of $\sim 10^{11}$, could be achieved. In the case of a moderate sized cluster, such as the one in figure 6.4 (a), we observe the opposite, the SPRs are below the excitation wavelength. However, we also find that increasing the cluster size, simply by addition of new NPs, leads to the overall enlargement of the average Raman enhancement as summarized in figure 6.5 (a). For example, a cluster having 5 NPs exhibits an average Raman enhancements of the order of 10 in the 532-600 nm, whereas a cluster having 20 NPs yields 10 times higher values in the same range. Figure 6.5 (b) illustrates, on the example of an 8 NP cluster, that the average Raman enhancement can be further augmented by decreasing the minimal distance between neighbouring NPs. The lowest considered minimal distance of 0.5 nm yields Raman enhancements as high as $10^4$ in the 532-600 nm range. Lastly, by evaluating the average Raman enhancement at the excitation and emission wavelengths of 532 nm and 550 nm, respectively, for a 150 randomly generated 8 NP clusters [see the right side of figure 6.5 (c)] we find that the cluster morphology significantly influences the non-resonant enhancement value. This is corroborated by a wide distribution of the average Raman enhancement shown on the left side of figure 6.5 (c), which vary from 50 to 600. The highest enhancements are observed in chain shaped clusters having the chain axis aligned with the incident electric field, such as the one illustrated in figure 6.5 (c) by filled circles.

The possibility of the resonant enhancement cannot be excluded, since the surface plasmon resonances are seen to redshift in elongated clusters with a larger number of particles that the ones investigated here [137; 138]. However, beside the well elaborated enormous Raman enhancements having a resonant origin [137], we have shown that even in the non-resonant case enhancement factors in the range of $10^2 - 10^3$ can be expected.

6.2.3 Surface enhanced Raman spectroscopy of TC coated Ag nanoparticles

The NPs in the final solution, consisting of the TC dye and Ag NP, may have the J-aggregates or dye monomers or dimers adsorbed on their surface, or even remain pristine. Therefore, it is expected that NP clusters drop-cast from the mixture would
Figure 6.5: (a) The average Raman enhancement calculated as a function of the emission wavelength for clusters having 5 particles (dotted orange line), 10 particles (dashed red line) and 20 particles (solid black line). The clusters are formed starting from the smallest one, with 5 particles, by adding new particles at random positions. Clusters geometry is shown in the inset. Particles connected by lines are at the minimal distance of 0.8 nm from each other. (b) The average Raman enhancement calculated as a function of the emission wavelength for a cluster with 8 particles when the minimal distance between the particles is varied. Particles connected by lines, in the inset, are at the minimal distance $d$ from each other. Solid (black) line corresponds to $d=0.5$ nm, whereas dash-dotted (gray) line, dashed (orange) line and dotted (red) line correspond to $d=1$ nm, $d=2$ nm and $d=5$ nm, respectively. (c) The right part shows some of the 150 considered cluster variants. All the clusters have 8 particles, with a minimal distance of 0.8 nm. The left part shows a histogram of the average Raman enhancement calculated at the emission wavelength 550 nm for all 150 cluster variants. In all calculations normal incidence at a wavelength 532 nm is assumed. The electric field is polarized in the plane of the paper. Orientation of the electric field with respect to the clusters is shown in all the panels.

have a variety of SERS spectra corresponding to those of different dye conformations, citrate anions and even their combinations. To make a clear distinction between the non-aggregated and aggregated molecules one must have an excitation resonant with the absorption of either aggregated or non-aggregated dye molecules [139; 140]. Here we use a non-resonant laser line at 532 nm which does not allow identification of different dye conformations. However, Ag NP clusters are very efficient enhancers at this wavelength, as it is shown in Sec. 6.2.2 and thus through the SERS effect alone we are able to determine if the TC dye molecules are adsorbed on the NPs or not.
Comparison of the AFM topograph and the corresponding Raman map in figure 6.6(a) and 6.6(b) reveals that the hot spots are located within the larger NP clusters, as in the case of pristine NPs in section 6.2.2. The SERS spectra acquired at these hot spots can be unambiguously categorized in two groups: one featuring stable Raman bands during successive measurements and the other having blinking Raman bands. The wide background from the NP clusters exists in this case as well. Figures 6.6(c), 6.6(d) show the two distinct spectra types. The recording time step is 40 s time step and the laser power density is $\approx 200 \mu W/\mu m^2$.

![AFM topograph and Raman map](image)

**Figure 6.6:** (a) AFM topograph of TC dye coated Ag NP clusters which are drop-cast of mica. (b) Corresponding Raman map. (c), (d) Typical SERS spectra acquired within the hot spots, by consecutive measurements with 40 s time step. The excitation laser wavelength is 532 nm. In the lower parts of panels (c) and (d) shown are the SERS spectra obtained by summation of the corresponding consecutively acquired spectra, and the Raman spectra of the drop-cast TC dye.

The consecutively measured SERS spectra having stable Raman bands are reminiscent of the drop-cast TC dye Raman spectrum. The similarity between the two becomes even more convincing after summation of ten consecutively measured spectra, six of which are displayed in figure 6.6(c). By applying markers to the three
wave-number regions, I, II, III, as it was done in figure 6.2, we find that in region I around (600 cm$^{-1}$) the summed SERS spectrum has two bands matching those of a drop-cast TC dye, which is plotted again, for clarity, below the summed spectrum. The modes around 400 cm$^{-1}$ and 900 cm$^{-1}$ are, however, absent in the related TC dye SERS. In the remaining regions II and III the two spectra have, more or less, the same Raman bands and even similar backgrounds. Hence, our experiments corroborate the fact that the dye molecules are adsorbed on the surface of the NPs, and point out another interesting possibility - the dye molecules drop-cast on the surface of HOPG may be similarly organized as the dye molecules on the surface of the NPs.

Panel (d) in figure 6.6 displays SERS spectra characterized by a pronounced band blinking in the 1000 cm$^{-1}$-1800 cm$^{-1}$ range, as indicated by gray (orange) region. The resemblance of the spectra in figure 6.6(d) and those of pristine NPs in Figs. 6.3(c) and 6.3(d) suggests that the TC dye molecules are not adsorbed on the surface of the NPs. However, summation of the consecutive recordings, shown in the lower part of figure 6.6(d), reveals certain SERS bands in region II and III which are overlapping the drop-cast TC dye bands. Occasional emergence of Raman bands which could belong to the TC dye bands in regions I, II and III, however, is a common event even for the SERS spectra of pristine NPs. Having in mind that practically the entire enhanced Raman signal originates from the analyte located in the nanogaps, the blinking SERS signal can interpreted as a consequence of mixing of the pristine Ag NPs blinking SERS and the TC dye SERS collected at different nanogaps where the former has the dominant contribution. Consequently, we are unable to conclude whether the NP clusters exhibiting blinking SERS bands have the dye molecules adsorbed on their surface or not. However, the existence of the two distinct SERS spectra clearly points out that the Ag NPs are partially covered by the TC dye molecules. This further indicates that during the adsorption process, the TC dye molecules are either competing with citrate anions in order to replace them on the surface of the NPs or that the TC dye molecules have a difficulty conforming over the citrate anion mantle. Hence, we proceed further by changing the concentration of TC dye in the mixture while maintaining the concentration of Ag NPs constant at $n_{Ag}=16$ nM.

Blinking and TC dye SERS spectra observed for 0.01$n_{TC}=0.5$ µM, 0.1$n_{TC}=5$ µM, and 0.5$n_{TC}=25$ µM of TC, are shown in Figs. 6.7(a), 6.7(b), 6.7(c), respectively.

By analyzing spectra at the hotspots within various Raman maps, we find that the NP clusters deposited from the solution with the lowest dye concentration yield no clear dye SERS spectra, whereas the NP clusters deposited from the solution with the two higher dye concentration provide a number of distinct TC dye SERS spectra at the hotspots, shown in figure 6.7. Comparison of the summed SERS spectra,
Figure 6.7: Blinking and TC dye SERS spectra (acquired by consecutive measurements with 40 s time step) at hotspots on the samples made by varying the TC concentration in TC-Ag NP mixture: (a) 0.5 μM, (b) 5 μM and (c) 25 μM. All shown spectra were taken under the same conditions using 532 nm laser with power density of 200 μW/μm².

in the lower parts of panels (a), (b) and (c) in figure 6.7, and the concentrated TC dye Raman spectra corroborates that the SERS spectra in panels (b) and (c) correspond to the one of the TC dye. Interestingly, even though the absorbance curve corresponding to the Ag NP-TC dye mixture with 0.1n_{TC}=5 μM of TC [see figure 6.1(b)] shows no indication that the adsorption of TC dye molecules is taking place, our Raman experiments clearly show the opposite. This is due to the fact that confocal Raman probe is far more sensitive to the individual dye covered NP clusters than the spectrophotometry. As expected, using TC dye concentrations of 0.01n_{TC}=0.5 μM, 0.1n_{TC}=5 μM in the final solution yields either pristine or partially covered NP clusters, a fact that concurs with the results in Ref. [112]. However, observation of the blinking type SERS within the NP clusters derived from the mixture with the highest TC dye concentration of 0.5n_{TC}=25 μM, for which all of the NPs in the solution should be covered by the dye molecules [112], further indicates that the citrate anion mantle impedes the adsorption of the TC dye molecules. In order to examine this possibility we have performed an additional set of measurements on a control sample - a borate anion capped Ag NPs mixed with the TC dye and deposited on the surface of 300 nm thick SiO₂, which is thermally
grown on the Si wafer. Meanwhile, the borate anion capped NPs are unstable with the average lifetimes of the order of couple of hours in the colloid dispersion and are usually stabilized by sodium citrate (or rather by the citrate anions which replace the borate anions while conforming to the surface of the NPs), as explained in Ref. [112]. The related lifetimes are much shorter upon deposition of these NPs on a substrate. The SiO$_2$ surface is hydrophobic, and, therefore, promotes formation of closely spaced clusters larger than those observed on mica, since the droplet drop-cast of the former dries over a certain area rather than spreading all over the surface. Such an arrangement, along with the enhanced contrast between the SiO$_2$ surface and the clusters, is absolutely necessary given the instability of borate anion capped NPs.

In Figs. 6.8 (a), 6.8 (b) and 6.8 (c) displayed are three Raman maps corresponding to: (i) NP clusters deposited on mica from a solution having a (citrate capped) NP to the TC dye concentration ratio of 22 nM / 17 µM $\approx 1.3 \times 10^{-3}$, (ii) NP clusters deposited on mica from a solution having a (citrate capped) NP to the TC dye concentration ratio of 16 nM / 25 µM $\approx 1.3 \times 10^{-3}$ (iii) NP clusters deposited on SiO$_2$/Si from a solution having a (borate capped) NP to the TC dye concentration ratio of 10 nM / 16 µM $\approx 1.3 \times 10^{-3}$, respectively. The (red) diamonds mark the spatial positions within the hotspots where the blinking type of Raman spectra is observed, whereas the (green) squares mark the pixels having the TC dye type of Raman spectra. These maps share the colorbar which is located below them. Panels (d), (e) and (f) of figure 6.8 display examples of the spectra collected at the hotspots within the corresponding maps in panels (a), (b) and (c), respectively. For comparison, the concentrated TC dye Raman spectra is plotted in each panel, below all the other spectra.

The dye/borate capped NPs deposited on the SiO$_2$/Si, form a higher number of larger clusters than the dye/citrate capped NPs on mica, as seen by comparing the Raman maps in panels (a), (b) and (c), as expected. The SERS spectra acquired at these clusters is exclusively of the TC dye type, as seen in panel (c). In fact, we find this to be the case for every recorded Raman map. Oppositely, the dye/citrate capped NP clusters exhibit both the blinking and the TC dye SERS, even when the ratio of the citrate capped NPs and the TC dye concentrations in solution is approximately the same as the one of the borate capped NPs and the TC dye [compare panels (b) and (c) in figure 6.8]. The adsorption of the TC dye seems to be more efficient if the Ag NPs have borate anions initially conformed to their surface and, therefore, we conjecture that the citrate anions indeed interfere with the adsorption process of the TC dye molecules.
Figure 6.8: Raman maps of (a) clusters deposited on mica from a solution having a (citrate capped) NP to the TC dye concentration ratio of $22 \text{nM} / 17 \mu\text{M} \approx 1.3 \times 10^{-3}$, (b) clusters deposited on mica from a solution having a (citrate capped) NP to the TC dye concentration ratio of $16 \text{nM} / 25 \mu\text{M} \approx 1.3 \times 10^{-3}$ (c) clusters deposited on SiO$_2$/Si from a solution having a (borate capped) NP to the TC dye concentration ratio of $10 \text{nM} / 16 \mu\text{M} \approx 1.3 \times 10^{-3}$. (d), (e), (f) Examples of the blinking and dye SERS spectra observed in the Raman maps, displayed below the corresponding Raman maps.

6.3 Conclusion

In conclusion, the analysis of SERS enhancement based on rigorous simulations of Maxwell equations for the case of plane wave scattering on random silver nanoparticle clusters on various substrates has shown that, for the investigated nanoparticles and the 532 nm excitation laser, typical enhancement factors in the range of $10^2 - 10^3$ can be expected. The highest field enhancement factors are reached at collective nanoparticle plasmon resonances, which lie in the 400-500 nm range for medium sized clusters (around 20 nanoparticles), and become redshifted in elongated clusters with an increasing number of particles. From an inspection of electromagnetic field distribution on nanoparticle surfaces, a conclusion is reached that at least 90% of the SERS total enhancement originates from nanogaps between adjacent nanoparticles, implying that the experiments are sensitive only to adsorbates located...
in these gaps.

Combined AFM and PL mapping of citrate-capped Ag NP clusters with dye molecules adsorbed from solutions of variable TC concentration have shown that, even at highest TC concentrations, not all hotspots exhibit Raman signatures characteristic of TC dye molecules, indicating that the clusters are only partially covered by dye molecules. In contrast, the control experiment carried out with borate-capped Ag NP clusters, with similar nanoparticle and dye concentrations, has shown a complete dye-coverage of Ag NP clusters.

These results are a direct demonstration that the citrate anions, while useful for stabilizing the colloid, impede the efficient TC dye adsorption.
Chapter 7 Summary

In summary, a number of two-dimensional systems including charge density modulations of the quasi-two-dimensional electron system in CeTe$_3$, two-dimensional electron system in graphene, two-dimensional excitons in MoS$_2$, and surface plasmons in metallic nanoparticle clusters were probed by a number of scanning probe microscopy and optical spectroscopy techniques. Additionally, the optical properties, spectroscopic data and some potential applications of these systems were investigated numerically.

In particular, STM, STS and Raman spectroscopy were used for analysis of the CDW state in CeTe$_3$ at room temperature. The analysis based on retrieval of characteristic CDW parameters shows that the CDW is formed only in two-dimensional layers of Te atoms with negligible interference of the underlying crystal. The dominant CDW modulation wave vector and the CDW gap were found to have values of $|q| = 10.26 \text{ nm}^{-1}$ and $\sim 0.37 \text{ eV}$, respectively. The most important result of this study, however, is the fact that the charge density modulation is followed by modulation of the underlying Te sheet atoms, which was not observed in previous STM studies. The rare-earth tellurides, being a part of a larger family of metallic layered compounds, are commonly considered as the CDW ‘model’ systems. Therefore, the conclusions reached within this work, in general, may contribute to better understanding of the fundamental mechanism behind the formation of CDWs in metallic compounds.

A combined EFM/KPFM analysis was used for investigation of graphene backgate devices. Our analysis shows that such devices have superior performance when isolated from the environment, which induces instabilities in doping levels of graphene even upon application of the gate voltage. Having in mind that various graphene-based electronic and optoelectronic devices are constructed by exploiting this configuration, this result shows a possible way of improving the performance of future graphene based devices. From another perspective, we have demonstrated the possibility of imaging graphene below an insulator (the protective layer) by utilizing the EFM and KPFM techniques. In addition, by means of numerical simulations of Maxwell’s equations we have studied graphene-waveguide coupled system. We have shown that the graphene-induced change of the propagation constant is given by the product of a factor characterizing the graphene-waveguide coupling strength.
and the optical conductivity of graphene. Finally, we have discussed how graphene-waveguide coupled system can be utilized for realization of electro-absorptive and electro-refractive optical modulators. Considering that graphene’s optical conductivity can vary significantly depending on the graphene fabrication procedure and environment, we have simultaneously investigated the predictions of the theoretical and experimental dataset. As expected, the theoretical dataset has been found to predict a considerably better modulator performance. We have also shown that, in case of electro-absorptive optical modulators, the ratio of the modulation depth to insertion losses, which is a commonly used figure of merit for electro-optical modulators, does not depend on the waveguide geometry and graphene coverage at all but that it is exclusively a function of the residual conductivity of graphene.

The two-dimensional excitons in pristine and nanoparticle functionalized MoS$_2$ were studied by combination of AFM and PL spectroscopy techniques. In this study, the combined AFM/PL analysis has shown uncontrolled variations of both the spectral position and spectral width of excitonic A and B PL peaks. These variations are found to be a consequence of either fabrication residues, adsorbates or mechanical deformations of the MoS$_2$. By analysing the PL of functionalized MoS$_2$ samples, we have not observed significant PL modifications. In fact, the spatial variations of the position and spectral width of the PL peaks are kept within the initial variation range upon introduction of the spherical and cubical NP clusters. Moreover, the NP clusters turned out to be rather inefficient ‘enhancers’ of the MoS$_2$ PL, with the enhancement factors in 1-1.55 range. In principal, the size and shape of the clusters have no significant effect on the PL enhancement factors, as evidenced by a slightly higher values observed in case of clustered cubes than in case of clustered spheres. The additional analysis based on rigorous numerical simulations of plane wave scattering on NP clusters has shown that the distribution and the orientation of the clusters’ electric fields with respect to the MoS$_2$ are key factors which determine the coupling efficiency. The largest electric field values are observed within the nano-gaps between the NPs in a cluster, and the field becomes weaker as one approaches the bottom part of the cluster which is facing the MoS$_2$, thus, reducing the intensity enhancement. However, we have found that even more important factor is, in fact, the orientation of the NPs electric field with respect to the MoS$_2$ plane, since only the electric fields parallel to the MoS$_2$ surface are capable of enhancing the MoS$_2$ PL. Our simulations show that in middle-sized clusters, composed of either nano-spheres or nano-cubes, the total electric field has large normal and weak tangential components at and in the vicinity of the clusters’ surface, thus, ultimately leading to small PL enhancement factors. In addition, we have proposed an alternative way for improving the enhancement factors, based on exploiting intensive fields within the NPs nano-gaps.
Finally, AFM and SERS techniques were used for the study of the adsorption of thin aggregated TC dye layers on citrate-capped Ag NP clusters. From this study we have found that, even at highest TC concentrations, not all hotspots exhibit Raman signatures characteristic of TC dye molecules, indicating that the clusters are only partially covered by dye molecules. In contrast, the control experiment carried out with borate-capped Ag NP clusters, with similar nanoparticle and dye concentrations, has shown a complete dye-coverage of Ag NP clusters. These results are a direct demonstration that the citrate anions, while useful for stabilizing the colloid, impede the efficient TC dye adsorption.
Appendix

A.1 Addition to Chapter 4

Figure 1 shows the time dependence of the relative EFM phase shift in graphene measured with respect to the Au electrode. The gate voltage in this case is equal to zero. As it can be seen from panel (a), the bare sample experiences larger $\Delta \phi$ variations than the isolated sample. The differential $\Delta \phi$, in panel (b), emphasises larger $\Delta \phi$ variations within the bare sample.

![Figure 1](image)

Figure 1: (a) Time dependence of the relative EFM phase shift in graphene measured with respect to the Au electrode. The tip was biased by +2 V for both bare and isolated sample. (b) Differential relative phase shift in graphene.

B.2 Addition to Chapter 5

B.2.1 Additional measurements

The maps in figure 2 show variations of the A and B peaks intensity, spectral position and width on another, pristine MoS$_2$ sample.

The data in figures 3 and 4 is collected at the same fragment of the MoS$_2$ sample as the data shown in figure 5.11. However, figures 3 and 4 represent the hotspots on the bi- and three-layer segments, whereas figure 5.11 represent the hotspots on the mono-layer segment.
Figure 2: Intensity, spectral position and width of A and B peaks assessed from Lorenzian fits

B.2.2 Verification of the numerical model

Figure 5 illustrates that the numerical model is very accurate, since the numerically calculated curves fit perfectly the curves which are calculated using analytical expressions provided by the Mie theory.

B.2.3 Influence of the number of nanoparticles and the distance between them on the optical properties of the clusters

Figure 6 shows how the distance between the nanoparticles and their number within the cluster influence the optical properties of the cluster.
Figure 3: (a) The $\Delta \lambda$ and $F$ maps of the area around the hotspot on the bi-layer segment. These maps are derived from the smoothed/filtered data as illustrated in the left panel in figure 5.10. Below the maps shown are the spectra (light gray markers) acquired at pixels which are bordered by the white square in the related $\Delta \lambda$ and $F$ maps. Additionally, with each of the mentioned spectra plotted is the reference spectrum (dark gray markers). Red/yellow solid lines represent the smoothed/filttered data. (b) The $\Delta \lambda$ and $F$ maps of the same area, but derived from the fitted data as illustrated in the left panel in figure 5.10. Below the maps shown are the spectra (light gray markers) acquired at pixels which are bordered by the white square in the related $\Delta \lambda$ and $F$ maps. Additionally, with each of the mentioned spectra plotted is the reference spectrum (dark gray markers). Red/yellow solid lines represent fits.
Figure 4: (a) The $\Delta\lambda$ and $F$ maps of the area around the hotspot on the three-layer segment. These maps are derived from the smoothed/filtered data as illustrated in the left panel in figure 5.10. Below the maps shown are the spectra (light gray markers) acquired at pixels which are bordered by the white square in the related $\Delta\lambda$ and $F$ maps. Additionally, with each of the mentioned spectra plotted is the reference spectrum (dark gray markers). Red/yellow solid lines represent the smoothed/filtered data. (b) The $\Delta\lambda$ and $F$ maps of the same area, but derived from the fitted data as illustrated in the left panel in figure 5.10. Below the maps shown are the spectra (light gray markers) acquired at pixels which are bordered by the white square in the related $\Delta\lambda$ and $F$ maps. Additionally, with each of the mentioned spectra plotted is the reference spectrum (dark gray markers). Red/yellow solid lines represent fits.
Figure 5: Extinction, absorption and scattering cross sections of a spherical nanoparticle calculated numerically (solid, dashed, dotted-dashed lines) and analytically by using Mie theory. The diameter of the nanoparticle is 60 nm and the surrounding medium is vacuum. The inset to the right shows the electric field distribution at the dipole-like localised surface plasmon resonance and off the resonance.
Figure 6: Upper part of panels (a) and (b) show how the extinction cross section (dotted curves) and the average intensity enhancement (solid curves) change when the number of nanoparticles in the cluster is changed. Lower parts of panels (a) and (b) show how the extinction cross section (dotted curves) and the average intensity enhancement (solid curves) change when the distance, $d$, between the nanoparticles is changed.
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